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Introduction 
 
“Science” and “Control” in the 21st century. Critical approaches towards techniques, 
technologies and “enhancements” of the mind questions the fundamental role the con-
cept of control has in science in the 21st century, especially in the mind sciences.  

The importance of the concept of control in techniques and technologies seem ob-
vious since the introduction of the science of cybernetics, in which a controller navi-
gates by manipulating the inputs to a system to obtain the desired effect on the output 
of the system changing within a feedback loop, be it a machine or a living system 
(Von Neumann, Wiener, Shanon). In the beginning of the 21st century we seem far 
away from a science of self-governance as proposed in Plato’s Alchibiades influenced 
today by continually evolving information and communication technologies (ICTs) 
that seem to invade nearly every aspect of our contemporary human practices, politi-
cal and social innovations, thus making explicit the importance of cybernetic issues of 
control. The classic enlightenment ideal how to apply science and technology to ena-
ble us to live a better or even an enhanced experience of life for the good of society, 
nowadays seems to change in direction to the following issue: How does science and 
technology give a few a better control/grip or more security of government at hand 
over the many in situations such as illnesses, accidents, war/aggression; political or 
financial crisis. The art of securing efficient and economic operations applied to all 
human endeavors poses the following questions:  
 
• Until which limit can or should science and technology help us control the un-

expected, exclude the undesired, or control the ‘other’?  
• Is the cybernetic control paradigm of the 20th century actually desired inside the 

social and individual human realm in the 21st century?  
• On which technological level of complexity is “control” actually achievable?  
• What is the relation of ‘uncertainty’ and ‘control’ in mind technologies and sci-

entific “enhancements” in the 21century?  
• What consequence does an amplified and intensified cybernetic control concept 

have on the production of subjectivity, and its social, political legal conse-
quences?  
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• Should we enhance artificial agent’s intelligence (beyond human (intelligent) 
control?  

• What should we expect from the relation of ‘wisdom’ and ‘control’ in the mind-
sciences in the 21century?  

• How does science and technology lead to control mechanisms that do/don ́t em-
power self-autonomy or enhance the desired richness of our experience as by 
training (Sloterdik 2013) leading for instance to the “hyperproletarization” of 
the majority (Stiegler) rather than to an general “enhanced” species?  

 
In a pilot study in 2013 at the University of Washington in which the “direct commu-
nication“ of one brain to another is tested, the challenge was how the “brain of the 
other” can be controlled. In which sense are these inter-brain computational “commu-
nication” studies (Rajesh/Rao 2013), not simply remote control studies that question 
fundamentally individual personhood, autonomy and justice? What is their military 
purpose?  
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Program 

 
 
14:50-15:00 Welcome and introductory remarks 

Alexander Gerner (CFCUL, Portugal) 
  

15:00-15:30 Eternal Sunshine in ‘spotted minds’? On the enhancement of for-
getting and optogenetic control mechanisms 
Alexander Gerner (CFCUL, Portugal) 

  

15:30-16:00 Minds of Our Own. Exploring the final boundaries of privacy 
Sean A. Hays (Centre for the Study of the Sciences and the Huma-
nities, University of Bergen, Norway) 

  

16:00-16:30 Technics of Debt as Control Mechanism. New forms of the pro-
duction of subjectivity by economic politics. 
Nuno Nabais (CFCUL, Portugal) 

  

16:30-16:50 Discussion and closing remarks 
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Abstracts 
 
“Eternal Sunshine in ‘spotted minds’? On the enhancement of forgetting and op-
togenetic control mechanisms”  
 
Alexander Gerner, PhD, Post Doc  
CFCUL  
University of Lisbon 
amgerner@fc.ul.pt 
http://cognitiveenhancement.weebly.com/ 
 
 
Abstract: Will we have a right to forget by the end of the 21st century as part of a 
value of cognitive liberty (Boire 2000; Sententia 2004; Bublitz 2013) based on a mind 
science & braintechnologies of technically enhanced forgetting?  

What is cognitive liberty other than the right to mental self determination that is to 
obtain control over one´s own consciousness, the right to think for her/himself in a not 
interfered way, choosing what I myself want to belief, to choose what to think and 
what not to think, to direct one´s own brain´s underlying mental processes or capaci-
ties as I wish- if not harming others as in crimes against minds (Bubitz/Merkel 2012)- 
to attend to and to reason about and to remember, and equally important: to change 
one´s mind (Bublitz 2013) including to delete what I decide to discard, to forget. In 
the biocybernetics and “brain politics”(Blank 2013) of the 21st century should we 
consider as well a right to forget, the right to step outside of pre-controlled feedback 
loops? May one of our future values be the possibility and mental liberty of even be-
coming a mnemonic “idiot”, disconnected from memory/storage?  

In the debate on storage and big data we come across arguments on why to store 
information about x means to have power over x, to control or use x, and that we thus 
should be able to restrict this power of interfering parties over personal private data 
storage: but what about the idea depicted in Michel Gondry’ s movie “Eternal Sunshi-
ne of the spotless mind” in which two people that have had a difficult love relation, 
decide to call for professional technological help in order to forget one the other while 
all their friends get the notification of erasure."Clementine Kruczynski has had Joel 
Barish erased from her memory. Please never mention their relationship to her again. 
Thank you." Should we,  if we could,  grant this will -in mutual consent(?)- in making 
one another forget each other?  

This science fiction plot seems less fiction than we might think it is: The possibi-
lity of a mind science and technology of forgetting seems announced by a 21century 
neuroscientific interventive technology: Optogenetics. 

“Optogenetic technology combines genetic targeting of specific neurons or pro-
teins with optical technology for imaging or control of the targets within intact, living 
neural circuits.“(Deisseroth et al 2006). Optogenetic methods are a powerful toolkit 
not just for „performing causal studies on the roles of specific genes and cells within 
functioning neural circuitry“(ibid). They are as well therapeutically “explored as 
components of prototype neural control prosthetics capable of correcting neural cir-
cuit computations that have gone awry in brain disorders”(Boyden 2011).-Even 
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beyond these two applications of optogenetics as in basic neuroscientific research or 
medical treatment- optogenetic methods may be candidates to be used for the manipu-
lation and enhancement of certain brain mechanisms, functions or individual´s capaci-
ties such as memory or forgetting. Thus neurotechnologies in relation to a variety of 
brain interventions (Müller/Clausen/Maio 2009) in our case optogenetics (Boyden 
2011) can be seen as technically induced enhancement tools, that have been already 
tested in relation to memory /forgetting (Liu 2012) and even the implantation of arti-
ficial “fear memories” in mice (Ramirez 2013). This talk will critically survey opto-
genetic control mechanisms, in which neural activity is “driven or silenced by light” 
(Boyden 2011) and ask: What consequences would an amplified and intensified ap-
plication of optogenetic control tools in the human realm have on the future producti-
on of subjectivity, and its social, political or legal consequences, specially in relation 
to an technologically induced “enhancement of forgetting”?  
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 “Minds of Our Own. Exploring the final boundaries of privacy” 
 
Sean A. Hays, PhD 
Post-doc 
Centre for the Study of the Sciences and the Humanities 
University of Bergen 
Email: sean.hays@svt.uib.no 
 
Abstract: This paper explores recent development in brain-machine communication, 
and brain-to-brain communication. The exemplary research projects analyzed are all 
DARPA funded for military use.  It takes up the issue of privacy and security in what 
remains, for now, the last truly secure data storage site, the human brain. 
 
 
 
 
Technics of Debt as Control Mechanism. New forms of the production of subjec-
tivity by economic politics. 
 
Nuno Nabais, PhD 
CFCUL 
University of Lisbon 
nunocastronabais@gmail.com 
 
Abstract: As M.Lazzarato underlines “debt represents an economic relationship inse-
parable from the production of the debtor subject and his “morality.” The debt eco-
nomy combines “work on the self” and labor, in its classical sense, such that “ethics” 
and economics function conjointly.” (Lazzarato, 2012) . In what extend is the econo-
mic technology of debt the primordial ground for all technological  production of the 
self? This is the biggest opposition between two actual  traditions in  reading Nie-
tzsche’s understanding of anthropotechnics: the biopolitical (Sloterdijk and Agamben) 
and the economic political  (Negri  and Stiegler). The first tradition approaches the 
“work on the self”  analyzing  those humans who engage expressly in practice that 
embody their mode of existence by training plans and peak performances, exercises 
that are necessary to become, and remain, a human being. The second one is inspired 
by the second essay from Nietzsche’s Genealogy of Morals, where the origin of the 
self is discovered in a debt relationship. We want to clarify those two traditions, in 
order to understand the nature of technological control in economy. 
 
 

 
 


