
 

 

THE ECONOMICS OF MALWARE 

Problem Description, Literature Review  

and Preliminary Research Design 

Report to the OECD Working Party on Information Security and Privacy and  

the Ministry of Economic Affairs of the Netherlands 

 

1 March 2007 

 

Johannes Bauer 

Michel van Eeten 

John Groenewegen 

Wolter Lemstra 

 

Delft University of Technology  

Michigan State University  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Please direct all correspondence to Michel van Eeten, the Principal Investigator of this 

research project: 

 

Dr. M.J.G. van Eeten 

Faculty of Technology, Policy and Management 

Delft University of Technology 

PO Box 5015, 2600 GA Delft 

The Netherlands 

e: m.j.g.vaneeten@tudelft.nl 

t: +31 (0)15 2787050 

f: +31 (0)15 2786233 



 

 

 Table of Contents 

I  Malware: An Economic Perspective ..................................................................................... 3 

Economics of information security and the OECD Guidelines ........................................ 7 

Related economic issues ................................................................................................... 9 

Economic impact of malware .................................................................................... 9 

Malware business models ........................................................................................ 11 

II  Economics of Information Security:  Reflection on the State of the Art............................. 15 

Problems addressed......................................................................................................... 16 

Security of end users................................................................................................ 16 

Security of organizations ......................................................................................... 17 

Security of networks ................................................................................................ 19 

Security of software ................................................................................................. 20 

Privacy ..................................................................................................................... 21 

Digital Rights Management ..................................................................................... 22 

Externalities .................................................................................................................... 23 

Origins of externalities in networked computer environments................................ 24 

Forms of externalities in networked computer environments ................................. 27 

Externalities in a dynamic framework ..................................................................... 28 

Empirical estimates of the magnitude of externalities............................................. 29 

Solutions ......................................................................................................................... 29 

Insurance.................................................................................................................. 29 



 

 

Liability.................................................................................................................... 29 

Information sharing ................................................................................................. 30 

Markets .................................................................................................................... 31 

State of the art: Underlying assumptions and their implications .................................... 32 

Relevancy of different economic perspectives ........................................................ 35 

About processes and dynamics ................................................................................ 36 

Next steps................................................................................................................. 38 

III Research Design: Security Decisions of Market Players and Incentive Structures ............ 39 

Outline of research design .............................................................................................. 39 

Work plan ....................................................................................................................... 42 

References ................................................................................................................................ 44 

 

 



 

 3 

I 

Malware: An Economic Perspective  

The past five years have witnessed the emergence of comprehensive efforts to improve the 

security of information systems and networks. A recent survey by the OECD (2005) 

demonstrates that governments have developed national policy frameworks as well as 

partnerships with the private sector and civil society around combating cybercrime, 

developing Computer Security Incident Response Teams (CSIRTs), raising awareness, 

information sharing, fostering education and other initiatives.  

 

During the same period, security threats have increasingly captured the public’s attention – 

fueled by new attack trends on the Internet, terrorism warnings, rising cybercrime and our 

growing reliance on the Internet and other communication networks in virtually all aspects of 

our lives. An increasingly powerful threat is posed by so-called “malware” – commonly 

defined as malicious software that is inserted into an information system, usually covertly, 

with the intent of compromising the confidentiality, integrity, or availability of the victim’s 

data, applications, or operating system or otherwise annoying or disrupting the victim’s 

system or other systems (Mell et al. 2005, p. ES-1). Typical forms of malware include viruses, 

worms, Trojans, key loggers and malicious mobile code.  

 

The effects of malware have increased significantly in the last few years, forcing us to rethink 

the way in which information security is pursued. For governments, increasing public 
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attention implies increasing political pressure to intensify their actions, beyond the initiatives 

already underway. The question is: When and how? What policies and initiatives are needed? 

 

How to improve cybersecurity is hardly a straightforward question. Notwithstanding rapidly 

growing investments in security measures, it has become clear that cybersecurity is a 

technological arms race that will not be decided in the immediate future. Take spam, for 

instance. Several years ago, so-called open e-mail relays were a major source of spam. ISPs 

and other actors developed measures to collectively combat open relays, such as blacklisting. 

By the time the adoption of these measures reached a critical mass, spammers had already 

shifted their tactics. As a result, the significant reduction in the number of open relays had 

hardly any impact on the amount of spam. More recently, the industry debated the use of 

Sender Policy Framework (SPF) as a way to combat the forging of the sender’s mail 

addresses – a typical property of spam messages. While the industry was still discussing the 

merits of SPF, spammers were already successfully abusing SPF as a means to get even more 

messages past spam filters. The list of examples goes on and on. 

 

While many would agree that cybersecurity needs to be strengthened, the effectiveness of 

many security measures is uncertain and contested, to say the least. Furthermore, security 

measures may also impede innovation and productivity. It is easy to forget that while the 

Internet has enabled an extraordinary wave of technological innovation and productivity 

growth, it is also susceptible to significant security threats. The benefits of the latter often 

outweigh the costs of the former – as in the case of online credit card transactions. From the 

very start, credit card companies have struggled with rising fraud. That hasn’t stopped them 

from expanding their online business. The benefits of that growth were consistently higher 

than the costs of the increase in fraud that came with it. Rather than implementing far-

reaching security measures that would restrict the usefulness of the system, they’ve adopted 

strategies to fight instances of fraud, up until the point where the costs of further reductions in 

fraud are higher than the remaining damages.  

 

All this means that total security is neither achievable nor desirable. Actors need to make their 

own tradeoffs regarding what kind of security measures they deem appropriate and rational, 

given their business model. Clearly, these business models are very different for actors in the 

different niches of the complex ecosystem surrounding information systems and networks – 



 

 5 

from ISPs at different tiers to software providers of varying applications to online merchants 

to public service organizations to end users and beyond.  

 

In other words, many instances of what could be conceived as security failures are in fact the 

outcome of rational economic decisions, given the costs and benefits facing the actors 

involved. What is needed, then, is a better understanding of these costs and benefits – in short: 

of the economics of cybersecurity. This report outlines a research project to this aim, 

considering options for OECD member countries with respect to new policies, as well as 

providing a better foundation for the public-private partnerships set up to deal with 

cybersecurity. 

 

Research in the field of cybersecurity is undergoing a major paradigm shift. More and more 

researchers are adopting economic approaches to study cybersecurity, shifting emphasis away 

from a focus on technological causes and solutions. Most of this innovative research has yet 

to find its way into the realm of policymakers, let alone into the policies themselves. While 

reports like the OECD survey on the culture of security (OECD, 2005) generally recognize 

that there is more to cybersecurity than technology, the proposed measures are still mostly 

oriented in that direction: developing technological responses and efforts to stimulate their 

adoption. Think of initiatives to promote authentication, encryption and Trusted Third Parties, 

awareness campaigns urging people to improve the security of their systems, certification 

schemes tied to security standards, and clearinghouses for information on security threats and 

their remedies such as CERTs.  

 

 Notwithstanding the necessity of these initiatives, they typically ignore the economics of 

cybersecurity – i.e., the underlying economic incentive structure. As Anderson and Moore 

(2006, p. 610) have argued, “over the past 6 years, people have realized that security failure is 

caused at least as often by bad incentives as by bad design.” Many of the problems of 

information security can be explained more clearly and convincingly using the language of 

microeconomics: network effects, externalities, asymmetric information, moral hazard, 

adverse selection, liability dumping and the tragedy of the commons. Within this literature, 

the incentives that stimulate efficient behavior are central. 

 

We can see the power of incentive structures around security threats everywhere. Take the 

distribution of viruses and other malware. During the second part of the nineties, when the 
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scale of virus distribution was rapidly increasing and many end users (home, corporate, 

governmental) were affected, most ISPs argued that virus protection was the responsibility of 

the end users themselves. The computer was their property, after all. They further argued that 

they couldn’t scan the traffic coming through their e-mail servers, because that would invade 

the privacy of the end user. The mail message was also considered the property of the end 

user. About five years ago, this started to change. The spread of viruses and worms had grown 

exponentially and now the infrastructures of the ISPs themselves were succumbing to the 

load. ISPs radically shifted their position in response. Within a few years, the majority of 

them started to scan incoming e-mail traffic and deleting traffic that they identified as 

malignant. The effects of the property rights had been extended: the property rights of the 

infrastructure now gave the incentive to invest in fighting malware. One could view this as an 

example of an invisible hand: self-interested behavior of ISPs led to a more thorough defense 

against email-based viruses and increasing net social benefits. 

 

In many cases, an economic perspective on cybersecurity – and malware in particular – 

provides us with more powerful analysis and a fruitful starting point for new governmental 

policies: incentive structures and market externalities. This report sets out to develop this 

perspective, building on the innovative research efforts of the past six years. More work is 

needed, however. As we will see, most of the research so far has been based on the methods 

of neoclassical and new institutional economics. While powerful, these methods are based on 

rather stringent assumptions about how actors behave – such as their rationality, their security 

tradeoffs and the kind of information they have – and how they interact with their institutional 

environment.  

 

We discuss the implications of these neoclassical and new institutional approaches in more 

detail in the next chapter. For now, we briefly mention three limitations: (1) they provide 

limited insight into how actors actually perceive the cost, benefits and incentives they face; 

(2) they have difficulties taking into account dynamic and learning effects, such as how a loss 

of reputation changes the incentives an actor experiences; and (3) they treat issues of 

institutional design as somewhat trivial. That is to say, the literature assumes that its models 

can indicate what market design is optimal, that this design brought into existence at will and 

that actors will behave as the model predicts. If the past decade of economic reforms –such as 

privatization, liberalization and deregulation – have taught us anything, it is that designing 

markets is highly complicated and sensitive to context. It cannot be based on formal 
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theoretical models alone. Institutional design requires an in-depth empirical understanding of 

current institutional structures.  

 

To provide the basis for new policies, we propose to complement the state-of-the-art 

understanding of the economics of malware with qualitative field research that provides 

empirical evidence on the way in which actors actually make security tradeoffs, how they 

perceive their institutional environment, the incentives they face and how these have changed, 

as well as the externalities that arise from these incentive structures.  

 

The remainder of this chapter locates our project within the context of current security and 

privacy guidelines, as well as two adjacent economic issues that are outside the scope of this 

project: the criminal business models underlying malware and the overall economic impact of 

malware. Chapter II of this paper first presents the state of the art of the economics of 

cybersecurity, with a focus on incentives and externalities. We then review the underlying 

assumptions and the gaps they imply for our current understanding of the economics of 

malware. In chapter III we conclude by outlining a research design to address these gaps. This 

design is to be implemented in the course of 2007. 

Economics of information security and the OECD Guidelines 

In 2002, the OECD released the “Guidelines for the Security of Information Systems and 

Networks” (OECD 2002a). A set of nine non-binding guidelines aim to promote “a culture of 

security” – that is, “a focus on security in the development of information systems and 

network, and the adoption of new ways of thinking and behaving when using and interacting 

within information systems and networks” – among “all participants in the new information 

society” (see Box 2). The guidelines reflect the shared understanding of OECD member 

countries as well as a variety of business and consumer organizations. 

 

The “culture of security” that the guidelines aim to promote will be influenced by the 

incentive structures surrounding security tradeoffs. Yes, the focus on security may be 

strengthened, but that in itself does not mean that actors will behave in ways that are 

beneficial to society. In other words, more attention to security does not equal better security 

decisions.  
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Box 1: OECD Guidelines for the Security of Information Systems and Networks 

1) Awareness 

Participants should be aware of the need for security of information systems and 
networks and what they can do to enhance security. 

2)  Responsibility 

 All participants are responsible for the security of information systems and networks. 
3)  Response 

Participants should act in a timely and co-operative manner to prevent, detect and 
respond to security incidents. 

4)  Ethics 

Participants should respect the legitimate interests of others. 
5)  Democracy 

The security of information systems and networks should be compatible with essential 
values of a democratic society. 

6)  Risk assessment 

Participants should conduct risk assessments. 
7)  Security design and implementation 

Participants should incorporate security as an essential element of information systems 
and networks. 

8)  Security management 

Participants should adopt a comprehensive approach to security management. 
9)  Reassessment 

Participants should review and reassess the security of information systems and 
networks, and make appropriate modifications to security policies, practices, measures 
and procedures. 

 

The next chapter provides a more detailed discussion of why this is the case. For now, it 

suffices to mention a few examples. Take the security investment levels of firms. Research 

has demonstrated that a focus on security may mean actively participating in information 

sharing with other firms. Under certain conditions, this actually leads to decreased investment 

levels. Also, a firm taking protective measures may create positive externalities for others – 

that is, benefits for others which are not reflected in the decision by that firm – that in turn 

may reduce their own investment below the optimal level. Another example is the 

manufacturing of software. According to the guidelines (OECD 2002b), “Suppliers of 

services and products should bring to market secure services and products.” But many 

software markets do not reward such behavior. Rather, they reward first movers – that is, 

those companies who are first in bringing a new product to market. This means it is more 

important to get to the market early, rather than first ensuring the security of the software.  A 

final example relates to end users. The guidelines argue that end users are responsible for their 

own system. In the case of malware, however, this responsibility may lead to security 
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tradeoffs that are rational for the end users, but have negative effects on others. More and 

more malware actively seeks to reduce its impact on the infected host, so as not to be detected 

or removed, and instead uses the host to attack other systems.  

 

In short, the development of a “culture of security” is very sensitive to incentive structures. 

Whether such a culture will actually improve overall security performance requires a better 

understanding of the incentives under which actors operate as well as policies that address 

those situations where incentives produce outcomes that are not socially optimal. The project 

outlined in this report aims to contribute to this undertaking. 

Related economic issues 

Our project approaches malware from an economic perspective, with a focus on the incentives 

and externalities that influence the security tradeoffs of market players. This focus means that 

several relevant economic issues are outside the scope of the project. Two of these issues are 

the overall economic impact of malware and the business models that drive the production of 

malware. We briefly discuss them here, as they shed some light on context in which our 

project is located. 

Economic impact of malware 

Currently, there are no authoritative data on the overall impact of malware. The annual 

Computer Crime and Security Survey by the Computer Security Institute and the FBI is 

widely regarded as the best data available on the damage of breaches in cybersecurity at 

organizations (Gordon et al. 2006). The survey has found that virus attacks are the leading 

cause of financial losses. The organizations that were willing to (anonymously) share their 

estimates, reported an average loss per firm of $167,713 in 2005 – which adds up to a total of 

$52,494,290 for the 313 respondents that were willing and able to estimate losses. 

 

The reliability of other data is more controversial, but typically the figures are in the range of 

billions of dollars – though the most controversial estimates go well beyond that range. A 

study released in July 2000 by InformationWeek Research and PricewaterhouseCoopers 

estimated that the cost of malware exceeded US $1.5 trillion worldwide that year. The impact 
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on US businesses with more than 1000 employees was estimated to be $266 billion or 

approximately 2.7% of the Gross Domestic Product (Cavusoglu et al. 2004b).  

 

In 2000, there were also Distributed Denial of Service (DDoS) attacks against sites like 

Amazon, Yahoo and eBay. These DDoS attackes were made possible by botnets – networks 

of PCs comprised by malware and under the control of an attacker. One analyst assessed the 

damage of these attacks at $1.2 billion. About $1 billion of that amount was the result of a 

negative impact on stock prices, about $100 million was lost revenue from sales and 

advertising, and about $100 to $200 million were put into security upgrades (Niccolai 2000). 

However, the victims saw it rather differently. Yahoo, for example, argued that it did not 

suffer major losses and that the losses in advertising could in part be recovered by replacing  

their own ads with those of paid clients (Denning 2000). 

 

Weaver and Paxton (2004) have attempted to estimate how much damage an attacker with 

extensive resources – such as a nation state – could do to the United States with a worm-based 

Internet attack. Adding up lost productivity, repair time, lost data, and damage to systems, 

they argue that “it is not implausible to conceive of attacks that could disrupt 50 million or 

more business computers, causing tens or perhaps hundreds of billions of dollars in direct 

damages.” These numbers do not include possible indirect effects on other infrastructures – 

such as the reported cases of worms affecting an ATM-network and the safety systems of a 

nuclear power plant (Poulsen 2003a; Poulsen 2003b). While Weaver and Paxton set out to 

develop a plausible worst-case scenario, security firm Mi2g has produced similar figures, but 

then claiming that this was the actual damage caused by a variety of worms in 2003 

(Thompson 2004).  

 

It is important to note, however, that all of these figures are controversial, the methodology 

frequently not transparent or replicable. Sometimes the victims themselves may disagree. 

While they may have incentives to downplay the damage, Anderson (2002) has argued that 

security experts have incentives to exaggerate the estimates. Typically, they are used to create 

a sense of urgency – calling for more security investments or some form of governmental 

intervention.  

 

The problem with all these estimates – no matter how reliable – is that they remove the 

damage assessments from the context in which they matter most: decentralized cost/benefit 
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tradeoffs by actors, corporate or otherwise. One can put a monetary value on the overall 

economic impact of a certain security failure, but that number is not very informative unless 

placed in a context where it is connected to estimates of what it would cost to prevent that 

damage. This requires more insight into the decentralized tradeoffs of market players. Only 

that way does it become clear whether alarming damage estimates indeed imply that 

investments need to be stepped up of governmental intervention is warranted. 

Malware business models 

The production of malware is increasingly a profit-driven enterprise. In fact, profit has been a 

key driver behind the exponential growth of malware in recent years, according the many 

experts. This has raised interest in how malware actually makes money – in other words, what 

its underlying business model is. Much of this business model is criminal in nature, though 

the money trail sometimes unwittingly overlaps with those of bonafide market players. 

Recently, Microsoft was forced to apologize for the fact that one of its own advertisement 

channels has displayed a banner add for a software application called “Winfixer,” which 

Microsoft itself said was malware (Kirk 2007).  

 

The fact that most of the business model is criminal in nature makes it rather difficult to 

provide reliable numbers. Also, most malware can be used for a variety of criminal purposes. 

Botnets, for example, are nothing more than tools. An analysis of the Honeynet Project found 

a wide variety of uses (Bächer et al. 2005): 

� Distributed Denial-of-Service Attacks. Often botnets are used for DDoS attacks on an 

information system or network. Such attacks cause a loss of service to users, typically 

the loss of network connectivity and services by consuming the bandwidth of the 

victim network or overloading the computational resources of the victim system. This 

has been used, among other purposes, to extort money from victims (Sturgeon 2005) 

and to disrupt the services of competitors (Department of Justice 2004). 

� Spamming. Malware can be used to send massive amounts of spam, usually through 

botnets. Some malware also implements a special function to harvest email-addresses. 

It is generally thought that currently, the bulk of the total volume of spam originates 

from botnets (Jan 2007). 
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� Sniffing Traffic. Malware may also install a packet sniffer at the infected hosts. The 

sniffers intercept interesting clear-text data passing by, mostly aiming to retrieve 

sensitive information like usernames and passwords.  

� Keylogging. Beyond sniffing the network packets on the infected computer, some 

malware employ keyloggers. These pieces of malware capture the actual key strokes 

of the user of the compromised PC. Harvesting information from key strokes can be 

supported by filtering mechanisms – e.g., a filter that looks for key strokes in the 

vicinity of the keyword ‘paypal.com.’ 

� Spreading new malware. In most cases, botnets are used to spread new malware that 

create bots that become part of botnets. This cycle increases the number of computer, 

and thus power, of a botnet. 

� Installing Advertisement Addons and Browser Helper Objects. Some advertisers pay 

the websites that hosts their ads for every instance someone clicks on them. Attackers 

can strike a deal with the hosting website to instruct the bots in the botnet to 

automatically click on the advertisements, generating thousands of clicks in an instant. 

This process can be further enhanced if the bot hijacks the start-page of a 

compromised machine so that the “clicks” are executed each time the victim uses the 

browser. 

� Google AdSense abuse. A similar abuse is also possible with Google’s AdSense 

program. The botnet is used to artificially generate clicks on Google advertisements, 

thereby generating revenue for the hosting website.  

� Attacking IRC Chat Networks. Botnets are also used to attack Internet Relay Chat 

(IRC) networks by flooding the network with service requests. In this way, the victim 

is brought down in a way similar to a DDoS attack. 

� Manipulating online polls/games.  

� bot has a distinct IP address, so every vote will have the same credibility as a vote cast 

by a real person. This can be used to manipulate the outcomes of polls and games. 

� Mass identity theft. Often the combination of different functionality described above 

can be used for large scale identity theft: the botnet can send out phishing mails, host 

fake website that mimic legitimate sites, install keyloggers and sniffers – all to capture 

private information to enable identity theft. 

 

The exact business models underlying these kinds of attacks are difficult to piece together. 

Occasionally, interesting snippets of information become available that shed some light on the 
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economics of these forms of crime. In 2005, a company based in Russia used an existing 

legitimate business model – an affiliate style program – to exploit vulnerabilities. The 

company was paying participating Web sites six cents for each machine they infect with 

adware and spyware. To participate, the website were asked to place an piece of malware on 

their sites. A security expert estimated that the company could collect as much as $75,000 

annually from the adware it placed on the infected machines, which cost it about $12,000 in 

payments (Keizer 2005).  

 

Security firm TrendMicro reported that experts who have monitored IRC chat rooms found 

that a DDoS attack can cost between $500 and $1,500, while smaller botnet attacks are priced 

between $1 and $40 per compromised PC (Trendmicro 2007). In 2006, the FBI arrested a 

‘herder’ who rented out his botnet, complete with guidelines on how many bots would be 

needed to crash corporate webs of various sizes. The minimum rate was 10,000 bots at four 

cents a piece – i.e., $400 (FBI 2006).  

 

The economics of spam have been more amenable to research. Many experts have calculated 

that spam can be very profitable even at almost negligible response rates. Mailchannels, a 

mail technology provider, estimated that if 100,000 messages are needed to generate $1 of 

revenue, then a botnet of 10,000 PCs is sufficient to earn about $4,000 per day (MailChannels 

2007). Recently, a Dutch spammer was fined €75,000 for sending spam through a botnet 

(Leyden 2007). The botnet consisted of 600-700 compromised PCs, which over course of 14 

months had sent out about nine billion spam messages, reportedly earning him an estimated 

€40,000 before he was arrested.  

 

Criminals constantly find different ways to make money through the use of new variants of 

malware. For example, in 2006, there was a surge of stock spam. These so-called pump-and-

dump schemes use a flood of spam messages to raise interest in certain thinly traded stocks, 

hoping that this will trigger price hikes. Once the price hike has occurred, they quickly dump 

the stocks. Böhme and Holz (2006) have analyzed these schemes and found that the spam 

touting a certain stock is followed by increased trading activity of the cited stock and positive 

cumulative abnormal returns. Frieder and Zittrain (2007) also conclude: the pump-and-dump 

business model is indeed successful.  
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The reports may be scattered, but many agree that the implication is clear: Malware has 

become the point of convergence of computer hacking and organized crime. Some even 

estimate that the revenue from malware is eclipsing the revenue of anti-virus vendors (Leyden 

2006). The growing involvement of organized crime professionalizes malware production. 

Sites offering customized malware – so-called Trojan supermarkets – allow criminals to order 

malware tailored to their purposes. All of this will undoubtedly exacerbate the threat that 

malware poses to bonafide market players, as well as the magnitude of the externalities that 

market players may impose on each other while responding to this threat. 
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II  

Economics of Information Security:  

Reflection on the State of the Art  

In 2001, Ross Anderson published a path-breaking paper entitled “Why Information Security 

is Hard: An Economic Perspective” (Anderson 2001). It identified different research 

initiatives thus demonstrating why economic methods were exceptionally powerful to explain 

and address issues of information security. A handful of other scholars had come 

independently to the same realization. In the following six years, over 200 papers have 

appeared, turning the fragmented efforts of a few scholars into a burgeoning research 

community. Much of this work has been brought together through the yearly Workshop on the 

Economics of Information Security. 

 

We have surveyed the existing literature on the economics of information security, with 

special emphasis on research that uses the concepts of incentives and externalities. This 

chapter first summarizes the state of the art by describing the typical security problems that 

are addressed, the way in which incentives are analyzed and the types of externalities that are 

identified. Next, we identify the literature’s underlying assumptions, typical outcomes and 

proposed solutions. We conclude by discussing these findings and gaps in current research on 

incentives and externalities. All of this builds toward the development of an empirical 

investigation into the economics of malware – which is the topic of the next chapter. 
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Problems addressed 

A wide variety of security issues are tackled from an economics perspective. Much of the 

work, however, clusters around six topics involving potential externalities:  

� security of end users 

� security of the firm 

� security of the network 

� security of software 

� privacy 

� digital rights management 

 

All of these clusters are relevant to the issue of malware, albeit in different ways. Combined, 

they highlight the multi-faceted nature of malware as well as the underlying economic 

mechanisms that may hinder or encourage its reduction. 

Security of end users 

Much has been written on the rise of botnets – networks of compromised end user PCs, in 

some cases spanning millions of systems, which can be controlled by an attacker. Many end 

users do not adequately protect their system, making them vulnerable to a variety of malware. 

This behavior can be explained by many different factors, such as a lack of awareness or 

technical competence and user habits that are not adapted to the networked environment. But 

user incentives are at least as important. Many of the negative impacts of inadequate end user 

security are suffered by other actors than the end users themselves (Varian 2000; Anderson 

and Moore 2006). A typical payload may be a software to initiate denial of service attacks 

against, for example, Microsoft or online retailers. Many instances of sophisticated malware 

actively try to minimize their impact on the infected host, so as not to trigger detection and 

removal. As a result, incentives are misaligned and externalities persist. End users bear the 

costs of improving the security of their systems, such as a subscription to antivirus software, 

while others actors reap many of the benefits.   

 

These issues affect not only home users but also, for example, server administrators. Their 

awareness and competence is arguably higher, but still patches for software vulnerabilities are 

not applied in time, even when they are available well before malware actually emerges to 
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exploit the vulnerability. See also: http://blogs.securiteam.com/index.php/archives/815  

August and Tunca (2006) use cost to explain why even server administrators do not maintain 

proper patching procedures. Patching is time consuming and therefore costly – some estimates 

run into the hundreds of dollars per patch per server. (as per above not good for cheap 

webhosting economics) They explore different mechanisms that might provide the incentives 

to mitigate insecure patching practices. In addition, Png, Tang et al. (2006) argue that the 

inertia among end-users in taking precautions, even in the face of grave potential 

consequences, is explained by the fact that patching efforts are strategic substitutes: the higher 

the patching effort of others, the lower the patching effort of any particular individual, an 

incentive structure contributing to free rider problems.  

 

Other aspects of end user behavior have also been researched through this lens. For example, 

Camp and Lewis (2004, p. 197) argue that often it is rational for users to subvert security 

measures. When information security means ensuring that end users have no place to hide 

their own information, or when security is implemented to exert detailed control over 

employees, then it provides users with perverse incentives which move them to resist this 

control.  

Security of organizations 

A large cluster of research has focused on determining the optimal security investment levels 

for organizations, mostly notably firms. Not all insecurity is worth preventing. Anderson 

(2002) questions the widely held idea that there is underinvestment in security. Drawing on 

parallels with environmental economics, he argues that the security community has built-in 

incentives to overstate the problem. Anderson concludes that many firms get it about right. 

For example, preliminary analysis for software vulnerabilities suggest that the so-called 

“return on security investment” rates are around 12-21 percent – which is hardly a sign of 

massive underinvestment (Soo Hoo et al. 2001). A similar finding is reported by Choi, 

Fershtman, and Gandal (2005), who find that the instances in which firms make sub-optimal 

decisions are limited. 

 

There have been numerous attempts to assess the costs of security breaches. Several projects 

have studied effects of disclosing security breaches on the capital market value of those 

corporations. A large portion of cybersecurity breaches does not have a significant economic 
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impact on organizations. Several studies have looked at the effect of security breaches on 

stock market values of corporations. Campbell et al. (2003) found that, on average, only 

breaches of confidentiality had a significant negative impact. In other cases, the effect was not 

significant. For these cases, the average decline of market value was about 5 per cent. 

Cavusoglu et al. (2004a) are more concerned, concluding that the cost of poor security is very 

high for investors. Their analysis found that announcing an Internet security breach is 

negatively associated with the market value of the announcing firm. The breached firms in the 

sample lost, on average, 2.1 percent of their market value within two days of the 

announcement—an average loss in market capitalization of $1.65 billion per breach. Security 

developers, on the other hand, gain about 1.4 percent in market value after an announcement.  

 

In light of scarce resources and difficult tradeoffs, more formal methods have been developed 

to support management decisions on how much to invest (Tiwari and Karlapalem 2005). 

Gordon and Loeb (2006) argue that, contrary to popular belief, these decisions lend 

themselves to cost-benefit analysis and that the optimum level of cybersecurity investment is 

where the marginal costs of increased information security equal the marginal decrease in the 

costs due to events such as worm and virus attacks, hacking and confidentiality breaches. A 

number of financial tools, such as Return on Investment, Net Present Value, Internal Rate of 

Return and Annual Loss Expectancy, are available to manage these tradeoffs. The idea is to 

rationalize investment decisions, whereas many firms now are believed to be driven by 

qualitative information, past incidents, rules of thumb or other approaches.  

 

Recently, this research is being complemented by empirical field work at firms, to determine 

how firms actually make these kinds of decisions. Dynes et al. (2005) found that the managers 

in the firms they studied believe that information security is less a competitive advantage than 

a qualifier for doing business. The main drivers for adopting additional information security 

were customer requirements and government regulation – a finding that was confirmed by 

Rowe et al. (2006), who studied a wider variety of organizations. None of the interviewed 

firms felt that a lack of information security on their part would result in their being liable for 

damages, with the possible exception of liability resulting from Sarbanes-Oxley.  
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Security of networks 

Closely related to the previous cluster, there are research efforts to model the security 

investments within networks of organizations. If security of an organization is partly 

dependent on the actions of other organizations within the network, then this changes their 

incentive structure for investments. There are a substantial number of studies that use game 

theoretic models to analyze the effects of these incentive structures and the resulting 

externalities. According to Varian (2004), if system reliability depends on the effort of many 

individuals, that makes it a public good. It is well-known that the provision of public goods 

may result in free rider problems, as individuals tend to shirk. Garcia and Horowitz 

(forthcoming) have built a model for ISPs, which predicted that there is a serious potential for 

underinvestment. When risk is interdependent, Kunreuther and Heal (2003) argue, then 

security investments can be strategic complements: An individual taking protective measures 

creates positive externalities for others that in turn may reduce their own investment below 

the optimal level.  

 

Researchers have explored alternative institutional arrangements that provide incentive 

structures which reduce these externalities, such as insurance or information sharing. Schneier 

(2004) has argued that insurance is an essential part of internalizing security externalities. 

First, he says, we need to assign and enforce liabilities. Next, allow parties to transfer 

liabilities. This will create demand for insurance. He predicts that insurance in turn provides 

organizations with incentives to raise their security investments and creates demand for secure 

products, as insurers will charge different premiums for different levels of security. Böhme 

(2005) has looked at actual insurance policies for cybersecurity and comes to a similar 

conclusion as Schneier. Insurance gives firms an incentive to increase their level of security – 

not only because of differentiating premiums according to different classes of risk, but also 

because insurance companies have an incentive to reinvest a fraction of their revenues to 

improve their base of information, which finally yields new insights for more secure products. 

That said, there are still numerous problems with realizing this potential. The market is 

currently underdeveloped and underused. 

 

Game theoretic models have been used to study the effects of the strategy of information 

sharing – i.e., organizations exchanging information related to computer security breaches, as 

well as to failed breach attempts. Information regarding the methods for preventing, detecting 
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and correcting security breaches is also presumed desirable because it helps organizations to 

learn from the breaches experienced or prevented by other organizations. The modeling effort 

of Gordon et al. (2003) has shown that when security information is shared among firms, each 

firm reduces the amount spent on information security activities. Nevertheless, it can still lead 

to an increased level of information security, because the shared information allows firms to 

reach that level at a lesser cost.  

Security of software  

The security of software, or the lack thereof, has been the subject of a heated debate. As 

malware and many security threats prey upon software vulnerabilities, researchers have been 

studying the incentives under which software is produced. It is generally agreed that software 

manufacturers have insufficient incentives to produce secure software (Anderson and Moore 

2006). This has led many to view vulnerabilities as negative externalities, similar to 

environmental pollution. The market rewards first movers – that is, those companies who are 

first in bringing a new product to market. This means it is more important to get to the market 

early, rather than first ensuring the security of the software. Also there are positive network 

effects when the software is used by more people – more consumers and more developers of 

third-party applications. Stringent security practices could make life more difficult, especially 

for the latter group.  

 

One area of research in this cluster has focused on vulnerability disclosure: How should 

benign users disclose discovered vulnerabilities to achieve optimal social outcomes? 

Disclosing it to the vendor only has the disadvantage that vendors sometimes respond slowly 

or not at all and the vulnerabilities remains unfixed for a long time. Disclosing it to the public 

gives the vendors a strong incentive to immediately fix it, but also provides hackers with a 

window to exploit the vulnerability. Arora et al. (2004) have collected empirical data which 

demonstrates that public disclosure made vendors respond with fixes more quickly, while at 

the same time the number of attacks increased. However, they also found that the number of 

reported vulnerabilities did decline over time. The latter point is still undecided. Is the pool of 

vulnerabilities depleted over time as vulnerabilities are discovered? Ozment and Schechter 

(2006) argue that, in the case of OpenBSD, a security focused operating system, 

vulnerabilities did indeed decrease over time. In other words, security improves with the age 

of the software – leading them to conclude that it resembles wine rather than milk. Rescorla 
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(2004), on the other hand, could not confirm that finding, leading him to question the 

usefulness of finding and disclosing vulnerabilities. Current work on disclosure models focus 

on hybrid practices, such as those of a CSIRT, which notify the vendor and after a grace 

period, make the vulnerability public (Cavusoglu et al. 2005; Nizovtsev and Thursby 2005). 

Another area of research has focused on an alternative approach: designing a market for 

vulnerabilities. Researchers have studied different designs for such a market (e.g., Camp and 

Wolfram 2004; Ozment 2004; Schechter 2004).  

Privacy 

While over the past decade an impressive array of privacy technologies has come into 

existence, and some have even been commercially developed, few are actually in widespread 

use. Why do so many worry about privacy, while at the same time systematically exposing 

their information? Here, too, the explanation can be found in concepts like incentives, 

network externalities, asymmetric information, and moral hazard. Many privacy technologies 

exhibit positive network effects: their value to a user increases with the total number of users. 

As not all of these effects are reflected in an individual’s decision calculus, a network 

externality arises that hinders their widespread adoption. 

 

Another aspect is information asymmetry. There are no adequate market signals for privacy. 

The privacy policies of providers mean little to users, as they cannot establish whether the 

provider actually complies. When information about privacy protection is ill-defined, 

untrustworthy, or even invisible, it is rational for a user to ignore it (Camp and Lewis 2004). 

In laboratory experiments by Good et al. (2006), users voluntarily installed spyware, even if 

the spyware disclosed its properties in the EULA (End User License Agreement). Users have 

little incentive to read the EULA as they are not seen as trustworthy. Acquisti and Grossklags 

(2004) also found that users find it very hard to manage their privacy tradeoffs in online 

interactions. 

 

On the other side, there is also research showing in certain cases, firms do suffer from privacy 

intrusions. We mentioned earlier the work of Campbell et al. (2003) who found that of all 

security breaches, those involving confidentiality seemed to have the most negative impact on 

the market value of a firm. This finding was confirmed by Acquisti et al. (2006). 

 



 

 22 

The other side of this coin is that reduction of privacy is not always bad for the user. Camp 

and Lewis (2004) argue that in some cases the opposite of privacy in the market is not 

information, but price discrimination (see also Odlyzko 2004). In information markets with 

high fixed but low marginal costs, firms must be able to extract consumer surplus by price 

discrimination. For this, they need information on what their customers is willing to pay. Even 

if unpopular, differential pricing is economically efficient (Anderson and Moore 2006). For 

users it may be a necessary part of getting the right deal. More in-depth research has revealed 

that user valuations of privacy are highly context-dependent (Wathieu and Friedman 2005). 

Digital Rights Management  

While Digital Rights Management (DRM) is not primarily a   

security issue, there is a cluster of research that applies perspective of the economics of 

information security to DRM issues. Security technologies have been used to enforce DRM 

and technical lock-in, for example for printer cartridges and cable set-top-boxes (Lookabaugh 

and Sicker 2003). It raises a number of competition issues, not just for digital media, but also 

for software and user data – when enforced through the approach of “trusted computing”. 

Several authors have argued that this would seriously dampen both competition and 

innovation (Anderson 2003). Others have argued that trusted computing might raise serious 

competition issues, but that potentially a wide variety of security-policy enforcement might be 

enabled if trusted platforms worked as advertised and were widely adopted (Feigenbaum et al. 

2004). 

 

Camp (2006b) argues that the most cynical scenarios are increasingly confirmed by reality, 

which is that security as implemented in DRM is in opposition to security in terms of the 

owner and operator of the machine. DRM limits user options and competition, while not 

contributing to the security of machines. Rather the opposite. In 2005, Sony BMG music CDs 

surreptitiously installed malware – a rootkit – as part of their DRM software. The scandal 

[should we be neutral and say incident?] not only caused a flurry of lawsuits, but also turned 

out to be a direct security risk because it opened up holes that were later exploited by malware 

writers. According to Camp (2006a), the Sony BMG root kit fiasco was completely 

predictable and perfectly explicable in terms of economics of security.  
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Externalities 

Externalities are at the heart of the incentive issues discussed in the previous sections and are 

intricately related to information security problems. Most fundamentally, externalities are 

interdependencies between agents that are not reflected in market transactions (payments, 

compensation). A positive externality exists, if an activity by agent A (such as an investment 

into improved information security) not only creates benefits for A but also for other agents 

B. Conversely, a negative externality exists if an activity by agent A (such as avoiding an 

investment into improved information security) not only creates costs of security violations 

for A but also for other agents B. In the formulation of the mainstream economic model, these 

interdependencies lead to deviations from an optimal allocation of resources. Negative 

externalities result in an overuse of a resource or overproduction of a good or service 

compared to the social optimum whereas positive externalities lead to an underuse or 

underproduction of the resource afflicted with the externality (Friedman 2002, p. 599). Which 

phenomena constitute externalities depends on the specification of legal rights and obligations 

in the status quo. Therefore, one way to overcome their undesired effects is to modify the 

legal and institutional framework of individual decisions (to “internalize” externalities). 

 

In the public policy literature, external effects are often classified according to the agents that 

are involved. Frequently, producers and consumers are distinguished, yielding a two-by-two 

matrix of producer-to-producer, producer-to-consumer, consumer-to-producer and consumer–

to-consumer externalities (Just et al. 2004, p. 527). An alternative typology distinguishes 

between technological and pecuniary externalities (Bobzin 2006). Technological externalities 

are said to exist if, at constant product and factor prices, the activities of one agent directly 

affect the activities of another. Pecuniary externalities exist, if the activities of one agent 

affect the prices that need to be paid (or may be realized) by other agents. Early contributions 

to the subject, for example, by Marshall or Pigou during the late nineteenth and early 

twentieth century, treated externalities as an exception, a rare anomaly in a market system. 

However, the increasing concern with environmental issues since the 1960s made clear that 

such interdependencies are pervasive and part and parcel of real world market systems. 

 

This is particularly true for networked computer environments, which raise several new and 

unique issues. The high degree of physical and logical interconnectedness amplifies the 

interdependencies between participants in the network. Both negative and positive effects that 
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are not reflected in market transactions may percolate widely and swiftly through electronic 

communication networks. In some types of networks, such as peer-to-peer arrangements, 

agents take on dual roles as consumers as well as producers of information or other services. 

Many users of cyberspace view it as a commons, in which transactions take place according 

to gift logic rather than marketplace logic which creates an inherent bias against market-based 

solutions. Moreover, increasing information security is further complicated by asymmetric 

information issues. Often, for example in the case of Trojan horses or botnets, externalities are 

generated without the explicit consent nor knowledge of an individual user. All these factors 

influence the prevalence of externalities and possible ways to address them. 

Origins of externalities in networked computer environments 

External effects may originate at different stages of the value chain in networked computer 

environments. Depending on the source of the externality, the individual decision-making 

calculus causing the externality may be slightly different. It is common to assume that 

economic agents focus on their own costs and benefits and largely neglect costs or benefits of 

third parties.1 Table 2 provides an overview of the sources of externalities in networked 

computer environments. The table captures the primary, but not necessarily all stakeholders.  

 

 

 

 

 

 

 

 

 

 

 

                                                 

1 In a dynamic context, reputation effects may mitigate some of the externalities – see section “Externalities in a 

dynamic context.” Furthermore, the recent behavioral economic literature has revealed that economic agents 

actually take third parties into account, an aspect that will be further studied in the second part of our research 

project. 
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Table 1: Origins and forms of externalities in networked computer environments, as seen 

from the source of the externality 

 Software 

vendors 

ISPs Large firms SMEs Individual 

users 

Criminals 

Software 

vendors 

Level of 
trust, 
reputation 

Risk of 
malevolent 
traffic 

Level of 
software 
vulnerability 

Level of  
software 
vulnerability 

Level of  
software 
vulnerability 

Hacking 
opportunities 

ISPs  Volume of 
malevolent 
traffic 

Risk of 
proliferating 
attack 

Risk of  
proliferating 
attack 

Risk of 
proliferating 
attack 

Hacking 
opportunities 

Large 

firms 

 Volume of 
malevolent 
traffic 

Risk of 
hosting or 
proliferating 
attack 

Risk of 
hosting or 
proliferating 
attack 

Risk of 
hosting or 
proliferating 
attack 

Hacking 
opportunities 

SMEs  Volume of 
malevolent 
traffic 

Risk of 
hosting or 
proliferating 
attack 

Risk of 
hosting or 
proliferating 
attack 

Risk of 
hosting or 
proliferating 
attack 

Hacking 
opportunities 

Individual 

users 

 Volume of 
malevolent 
traffic 

Risk of 
hosting  
attack 

Risk of 
hosting  
attack 

Risk of 
hosting  
attack 

Hacking 
opportunities 

Criminals Level of 
trust, 
reputation 

Resource 
use, 
reputation 

Resource use, 
Costs of crime 

Resource use, 
Costs of crime 

Resource use, 
Costs of crime 

Hacking 
opportunities 

Source: own construction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Agents in the column are the sources of externalities whereas agents in the rows are the 

recipients. Not all agents cause externalities on all others and some of the effects may be more 

likely or stronger than others. By definition, an agent cannot exert an externality on itself, 

although it may cause an externality for another agent in the same category. For example, the 

lax security policy of one ISP may cause externalities for other ISPs. 

 

A first source of possible externalities is software vendors. Several authors have pointed out 

that, when deciding the level of investment in activities that reduce vulnerabilities, software 

vendors will primarily take their private costs and benefits into account (e.g., Schneier 2004). 

This does not necessarily imply that software developers will ignore costs imposed upon other 

stakeholders caused by flawed code. Sales of software are dependent on the reputation of the 

firm. If this reputation effect is strong, the firm will also be concerned about the security 

situation of the users of the software. However, it is not self-evident that such reputation 



 

 26 

effects are sufficient to fully internalize externalities. The situation is aggravated by the 

unique economics of information markets, most importantly their high fixed and low 

incremental costs, the existence of network effects which create first-mover advantages, and 

the prevalence of various forms of switching costs and lock-in. These characteristics provide 

an incentive for suppliers to rush new software to the market (Anderson 2001; Anderson 

2002; Shostack 2005) to take advantage of first-mover effects. Böhme (2005) is concerned 

that the resulting dominance of one or a few firms may increase vulnerability due to a 

“monoculture” effect. 

 

ISPs may inflict externalities on other agents in the value chain as well as on each other. 

Some malware may increase traffic and hence ISP costs only incrementally. In this case, the 

ISP may have little incentive to incur additional costs to engage in traffic monitoring and 

filtering. Even if users cause significant traffic increases, an ISP with substantial spare 

network capacity will experience only incremental cost increases, again limiting the incentive 

to invest into ISP-based security upgrades to reduce malware-related traffic. 

 

Security investments by firms, whether they be large corporate users or small and medium-

sized firms, to reduce vulnerabilities are likewise afflicted with externalities as discussed by 

several authors (Gordon and Loeb 2002; Vijayan 2003; Camp and Wolfram 2004; Schechter 

2004; Chen et al. 2005; Rowe and Gallaher 2006). Profit-maximizing firms, all other things 

equal, will attempt to invest into information security until the (discounted) incremental 

private benefits of enhanced security are equal to the (discounted) costs of that investment. A 

firm will therefore not invest until the security risk is fully eliminated but only as long as the 

expected costs of the threat are higher than the cost of increasing information security. Costs 

that the firm imposes on third parties will not be considered in this calculus (unless they 

indirectly affect a firm’s decision making, for example, because of reputation effects). 

Likewise, benefits that a security investment bestows on third parties will also not be reflected 

in this decision. Under conditions of imperfect information and bounded rationality, firms 

may not be able to determine this optimum with precision but they will try to approximate it. 

In any case, neither the negative external effects of investment falling short of this private 

optimum nor the positive externalities of investment that goes beyond that optimum are taken 

into consideration. Individual firm decisions will thus systematically deviate from a social 

optimum that takes these interdependencies into account. 
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Figure 1: Externalities with reputation 
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Si  security investment of firm i;  
Cji  cost for firm j cause by sub-optimal security investment by firm i;  
Ri  reputation of firm i;  
πi  profits of firm i. 
 

Individual and small business users are by many seen as one of the weakest links in the value 

chain of networked computing (Camp Unpublished). Larger business users often consider 

their decisions in an explicit cost-benefit framework. In contrast, small business and 

individual users often do not apply such instrumental rationality (LaRose et al. 2005; Rifon et 

al. 2005). Nevertheless, when making decisions as to security levels, they primarily consider 

their own costs and benefits but not those of other users. Individual users are thus particularly 

susceptible to forms of malware, which do not use up significant resources on the user end 

(e.g., computing power, energy) but in the aggregate create significant damage to other 

machines. Consequently, the risk of attack for all other users and the traffic volume on 

networks is increased causing direct and indirect costs for third parties.  

Forms of externalities in networked computer environments 

The literature on information security discusses several forms of externalities, including direct 

and indirect costs and benefits. Direct costs include damage caused to other stakeholders 

(such as corrupted data or websites, system downtimes) and the cost of increased preventative 

security expenses by other stakeholders (including cost of software and security personnel). 

Indirect costs include reduced trust within computer networks (for example, if nodes maintain 

lists of trusted other systems causing breaches to spread) and of users in information 
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networks, the ability of hackers to increase the effectiveness of attacks by subverting more 

machines, and the ability of hackers to hide their traces. They also include the costs associated 

with the reduced willingness of consumers and citizens to engage in e-commerce (Camp and 

Wolfram 2004) or e-government. 

Externalities in a dynamic framework 

In networked computer environments with a rapid pace of technological change, externalities 

need to be understood in a dynamic framework. With few exceptions, such as Choi et. al. 

(2005), these aspects are rarely modeled in the present literature. Most importantly, in such a 

view learning and reputation effects need to be considered. Reputation and learning may 

happen at different time scales and with different intensity. In any case, they may counteract 

and reduce the magnitude of negative externalities and possibly enhance positive externalities. 

Moreover, the incentives and measures of firms to disclose vulnerabilities will influence the 

magnitude of externalities. 

 

Figure 2 illustrates the reputation effect for the case of a software vendor (plus and minus 

signs indicate whether the two variables move in the same or the opposite direction). Other 

things equal, lower expenses for system testing and refinement by firm i (Si) will reduce sunk 

costs and hence increase the profits (πi) of the firm. However, they externalize costs onto 

other firms j (Cji). If these cost affect the reputation of firm i (Ri), profits may be reduced, 

especially if the reputation effect works swiftly. In this case, at least part of the potential 

externality is internalized and the deviation between private and social optimum is reduced. 

One form of strengthening the reputation mechanism is trusted-party certification. As 

Edelman (2006) and Anderson (2001) point out, given present liability rules, these firms face 

an adverse selection incentive in that they do not face any consequences for issuing wrong 

certificates. However, even in this case a reputation effect may work. 

 

In a dynamic perspective, the incentives to disclose vulnerabilities (Cavusoglu et al. 2005) 

need to be considered. Disclosure exerts a positive externality (Gal-Or and Ghose 2003; Gal-

Or and Ghose 2005) onto other stakeholders. Under certain conditions, reputation effects may 

be sufficiently strong to shrink the conditions under which deviations between the private and 

social optimum occur to a minimum (see Choi et al. 2005). 
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Empirical estimates of the magnitude of externalities 

There are very few empirical estimates of the magnitude of such externalities. For the U.S., a 

lower boundary is the data collected by the FBI. In 2006, in a sample of 300 reporting firms, 

the cost of vulnerabilities was estimated at nearly $170,000 per year on average (Gordon et al. 

2006). Estimates for the total cost to the United State’s economy point to lower two-digit 

billion dollar figures. 

Solutions 

A variety of measures have been suggested to internalize externalities. We have discussed 

some of them in the section on the type of problems that are addressed. Without claiming to 

be exhaustive, we discuss several solutions that feature prominently in the literature. 

Insurance 

In recent years, actual insurance policy for cybersecurity risks have come into existence, even 

though premiums tend to be high because of insufficient data to accurately quantify risk and 

loss potential (Traub and Leff 2003; Kesan et al. 2005). Premiums can range from $5,000 to 

$60,000 per $1 million of coverage, depending on the type of business and the 

extent of insurance coverage (Böhme 2005). Right now, however, the cyber-insurance market 

is both underdeveloped and underused (Anderson and Moore 2006). Part of this is because 

worms and viruses are interdependent risks which affect many organizations at the same time, 

which makes these risks unattractive for insurers. Ogut et al. (2005) are not too optimistic 

about the effectiveness of insurance when risk is interdependent, even when the market would 

mature. The same incentives that cause firms to under invest in security, cause them to buy 

less insurance coverage. Their model predicts better results from more conventional 

strategies, such as liabilities and information sharing.  

Liability 

Liability is an intriguing, but controversial topic. Some authors, like Schneier (2004), see it as 

the key element of any meaningful strategy for cybersecurity. When applying it to the 

mushrooming problem of ‘phishing’ (Schneier 2005), he argued: “Push the responsibility – all 
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of it – for identity theft onto the financial institutions, and phishing will go away. This fraud 

will go away not because people will suddenly get smart and quit responding to phishing e-

mails, because California has new criminal penalties for phishing, or because ISPs will 

recognize and delete the e-mails. It will go away because the information a criminal can get 

from a phishing attack won’t be enough for him to commit fraud – because the companies 

won’t stand for all those losses.” 

 

The controversial nature of liability is nowhere more apparent than in the debate over 

assigning liability to software manufacturers. All proposals are fraught with difficulties. 

Liability can provide an incentive to produce more secure software, but it can also act as a 

deterrent to development and innovation. It may also raise entry barriers for new competitors, 

as large existing companies will find it easier to influence and then to comply with the 

standard practices that limit their liability. 

 

In the U.S., as elsewhere, there is already legislation that creates liabilities, such as the  

Gramm-Leach-Bliley (GLB) Act of 1999. GLB includes the ‘Safeguards Rule,’ which 

requires financial institutions to develop a written information security plan that describes 

how the company is prepared for, and plans to continue to protect clients’ nonpublic personal 

information. Notwithstanding such legislation, recent field work suggests that many firms 

may not see a lack of cybersecurity on their part as a cause for liability issues (Dynes et al. 

2005).  

Information sharing 

Information sharing is an important part of current initiatives for Critical Infrastructure 

Protection. Several researchers have used models to assess the effects of information sharing 

on the information security of firms. Gal-Or and Ghose (2005) found that firms have strong 

incentives to participate in information sharing on security breaches and that this leads to 

higher security investments, especially in competitive markets and for large organizations. 

The finding that there are strong incentives to participate is different from the conclusion of 

Gordon et al. (2003). Their model predicted that information sharing itself would be 

vulnerable to free riding behavior. Without appropriate incentives, this would prevent 

information sharing from realizing the potential to reduce overall information security costs 
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and raise social welfare. In more recent work, Gordon and Loeb (2006) conclude that current 

initiatives of critical infrastructure protection (CIP) lack the appropriate incentive structures. 

Markets 

A number of authors have proposed to design new markets to internalize current externalities. 

We already mentioned the work that has been done on a market for vulnerabilities. This 

market already exists. Currently, two security firms (Tipping Point and iDefense) buy, against 

undisclosed prices, vulnerabilities and use them to provide security advice for their clients at 

the same time as they notify the vendor. That way, their clients can update their security 

measures before the vulnerability becomes public.  

 

Other market designs have also been proposed. Camp and Wolfram (2004) developed the idea 

of a market for vulnerability credits to be allocated to all machines, analog to emission 

trading. Ozment (2004) proposes a ‘bug auction,’ which offers a time-variable reward to free-

market testers who identify vulnerabilities. A rather unorthodox design was forwarded by 

McHugh and Deek (2005). They suggest building a ‘microcosm,’ a small-scale, isolated 

version of the Internet. The sponsors of the microcosm would reward any challenger whose 

malware succeeded in seriously disrupting it. Not everyone is convinced that a vulnerability 

market would be superior to other solutions. The model of Kannan and Telang (2004) 

suggests that a market for vulnerabilities almost always underperforms a passive CERT-type 

mechanism – though the most optimal solution, they argue, would be to let the CERT 

community fund vulnerability discovery.  

 

Schechter (2004) advanced the innovative idea that a vulnerability market could also provide 

us with a reliable metric for the security of a piece of software: If a successful attack is only as 

difficult as it is to obtain a vulnerability to exploit, then the security strength of that system is 

measured by the market price of such a vulnerability. Others have also worked on the issue of 

how consumers can tell secure from less secure software. This is a classic signaling problem. 

In the absence of adequate market signals, the information asymmetry between users and 

manufacturer gives software characteristics of a market for “lemons”, where insecure 

software may drive out more secure software (Anderson and Moore 2006). Shostack (2005) 

sees effective signaling as a way to avoid assigning software liabilities, which he views as 

rather unrealistic and which may also block entry to the market. He discusses a number of 
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possible signals that consumers might use, but finds that all of them are problematic. Auditing 

tools and certification schemes do not provide adequate signals. In some cases they are 

actually the opposite, as Edelman (2006) explained. He has shown that certification of trusted 

sites suffer from adverse selection: The sites that seek and obtain trust certifications are 

actually significantly less trustworthy than those that forego certification. As the certifying 

organizations do not bear the consequences of false certification, they have little incentive to 

invest in more effective verification procedures. 

 

Patching practices is another area in which the design of new markets is explored. When 

individual users do not apply software patches in a timely fashion, they are vulnerable to 

attack, but they also increase the risk of attacks for other users – a classic example of an 

externality. August and Tunca (2006) looked at ways to change the user incentives for 

patching, finding that in many cases rebates for patching were effective. The software vendor 

would provide a rebate, where users are compensated by the vendor when a patch is available 

and they actually patch. This is attractive for the user, but also for the vendor. Their model 

shows that as more users apply patches, the security of the software increases and thus its 

value.  

 

Insurance, liability, information sharing and new markets have received a lot of attention in 

the literature. Of course, there are more ways to internalize externalities: Fines and subsidies, 

regulation and inspections, technological innovations, voluntary standards or self-regulation, 

tax policy, government procurement, and governmental standards – to name some of them. 

While the literature recognizes this, until now there have been no attempts to make systematic 

comparisons across a wider set of solutions.  

State of the art: Underlying assumptions and their implications 

Making cyber space more secure is a technological as well as a policy and behavorial issue. 

Influencing behavior has to do with many aspects of the human being: psychological, 

sociological and economical. 

 

Economics is about efficiency, about material and pecuniary incentives to stimulate efficient 

behavior (in a cost and allocative sense): why do some people buy equipment that is well 
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protected for a higher price than equipment that is less well protected, but is priced lower? 

Why do firms innovate in software that protects the consumer better? Economics is a social 

science aiming at understanding causalities from an economic perspective in order to 

formulate policy recommendations. The science aims to contribute to the realization of 

specific objectives (e.g., less malware) through designing a specific environment that 

produces incentives that make actors behave according the preferred outcomes of the 

processes. The environment in which actors operate consists of values, norms, laws and 

regulations (the so-called institutional environment), a technological environment, as well as 

markets with specific degrees of competition (so-called market structures). All three elements 

of the institutional environment, the technology and the market structure condition behavior 

of actors, but at the same time the conditions can be (partly) influenced by them. 

 

Actors in such a specific environment of institutions and market structures act and react 

according to specific characteristics of the actor: type of rationality (maximization of utility), 

degree of opportunism, rule following behavior, according to specific norms (shared mental 

maps). 

 

To understand how actors in a specific market (producers of software, consumers of 

hardware, criminals in breaking codes) will react to specific technological and social-political 

measures (laws, regulations, campaigns), demands a clear picture of the ‘inner psychology’ of 

the actor, the environment in which he or she is embedded and the latitude for the actors to 

influence the environment.   

 

Economic theories differ in how actors are modeled (rationality and rule of behavior), what 

kind environment is taken into account (institutions, technology and market structures) and 

how the relationship between the actors and the environment is modeled (one directional or 

interaction). 

 

Mainstream economics (both neoclassical and new institutional economics) models actors 

with full or bounded rationality and one rule of behavior (maximization of profits and utility, 

or minimization of costs). In neoclassical economics a firm is a production function 

positioned in a specific market structure (like pure and perfect competition, or monopolistic 

competition) forcing the ‘actor’ to make one optimal combination of production factors given 

the technology, the institutional environment and the market structure. All actors have the 
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Figure 2: The model of mainstream economics 
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same rather limited inner psychology; they receive the same information through the price 

system and react in an identical way. Theory is based on axiomatic deductive reasoning 

aiming at the prediction of optimal end states.  

 

New Institutional Economics (NIE) is based on the same type of modeling: methodological 

individualism – i.e., the actor with homogeneous attributes and one decision rule is 

constrained by the environment, which is a given to him or her except for the one variable that 

the theory aims at explaining (see Figure 4) In the case of Agency theory that is the optimal 

contract between the principal and the agent, in case of Transaction Cost Economics that is 

the optimal mode of governance (institutional arrangements of contracts and organizations 

that coordinate behavior). The institutional environment as well as the technology are 

exogenous and given to the actors, the ‘institutional arrangements’ in the markets are 

endogenous. New Institutional Economics aims to explain which modes of governance actors 

will be created. The question to be answered concerns optimal types of contracts and 

organizations (institutional arrangements) that minimize transaction costs. In NIE there is 

much attention for the role of property rights (incentives), relationships between principals 

and agents (producers and customers; shareholder and manager) and transaction costs 

(optimal contracts and organizations). 
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In mainstream economics the concept of externalities and the role of government in market 

economies are well defined. When externalities occur because actions of producers and 

consumers cause costs or benefits to others that are not reflected in the prices of the goods and 

services, then those externalities should first of all be internalized through private contracting. 

Private actors at micro level know best their preferences and how much money they are 

willing to pay to others to change the use of their property rights. Externalities should be 

internalized by voluntary contracting between private actors Government should create 

markets if these do not exist (i.e. market for emission rights), and should regulate the markets 

according to the rules of transparency and enforcements of rights, that the NIE has so well 

spelled out. 

 

Only in the exceptional case that the negotiation between private actors to internalize an 

externality is so complex and/ or so costly that the transaction is not performed, government 

should internalize the externality. This can be done through the well known mechanism of 

taxes and subsidies, or by prohibiting certain uses of property rights by law. 

 

Most of the economics literature about cybersecurity belongs to the mainstream and 

especially to the NIE: the insights of advanced microtheory (property rights-, agency- and 

transaction costs theory, game theory and industrial organization) are frequently applied. This 

offers useful insights for policy measures aimed at reducing cyber crime. For example the 

suggestion to change liabilities clearly falls in the category of changing the economic 

incentives through changing the ‘rules of the game’. 

Relevancy of different economic perspectives 

Above we have briefly outlined the characteristics of mainstream economics. Theorizing is a 

matter of isolation: which variables are to be explained, which variables are explanatory and 

which ones are ignored? A trade-off exists between ‘rigorousness’ of analysis and relevancy. 

In principle all theorists – and certainly economists – aim at making theories as simple as 

possible. The point raised here is about the relevancy: are the abstractions about the actors, 

their environments and the interactions adequate for the issues discussed above? Does the 

theory correspond sufficiently with the reality of the world of malware and the questions 

policymakers are interested in? 
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About processes and dynamics 

Mainstream economics is developed to answer optimization questions of a comparative static 

nature. It basically asks: If the present solution is an equilibrium and one of the parameters 

(technology, rules of the game, preferences) changes exogenously, what then will be the new 

equilibrium? About the process of institutionalization mainstream economics assumes that 

individual actors will adapt or create new institutions, if the existing institutions are not 

efficient anymore. Government assists with maintaining the rules of the game of competition, 

which is the driving force towards efficient behavior. 

 

It might very well be that the development of adequate policy measures demands an in-depth 

understanding of the processes of institutional, economic and technological changes that over 

time interact and influence each other mutually. Then the theoretical framework should be 

designed to answer questions of dynamics, of processes that emerge, evolve and sometimes 

break away from existing paths of development to enter a completely new trajectory. In 

Figure 6 the interrelations are represented: actors of different nature are constrained by 

institutions, market structures and technology, whereas at the same time these elements of 

their environment can be (partly) constructed by them. The actors have different objectives, 

incentive structures and resources to exert power and pressure.  

 

To understand dynamics, co-evolution and punctuated equilibria, frameworks, theories and 

methods from another paradigm of institutional economics are considered useful. Theories of 

evolutionary economics, of institutional change related to the so-called Original school of 

Institutional Economics (OIE) model actors and the interaction with their environment in a 

different way than the NIE. OIE works with procedural rationality, lock-ins (technological, 

economical and institutional) and path dependencies, shared mental maps and attempts to 

capture the dynamics of systems with a framework that is adequate for open systems instead 

of the closed systems of mainstream economics. 

 

All worlds, including the one of cybersecurity, are dynamic. This issue is: What kind of 

research questions are we pursuing: comparative static or dynamic questions? A second issue 

is by what kind of conditions the world of information security is characterized. What kind of 

rationality do actors have, what kind of markets are the arena for them to act, what about the 



 

 37 

Figure 3: Hierarchical layered institutional research model 
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information (a)symmetry, what about the norms and values ruling in the segment of the world 

of information security, etc.? 

 

In the world of information security many actors operate. What are their motivations? Cost 

minimization? Profit maximization? Or follow the rules, norms and habits that prevail in the 

sector? Do the actors perceive the world around them in the same way, do they operate and 

react based on the same mental maps? Next to more insights into the motivations of actors, we 

might need more detailed information about the environment these actors operate in. Different 

consumers and producers operate in different market structures with different degrees of 

competition. Moreover, the actors operate in different institutional environments of values and 

norms, rules and regulations and institutional arrangements (e.g. subject to hacker ethics). The 

‘inner’ and ‘outer’ environment of the actors determine how they will react to a change in 

technology or a change in the ‘rules of the game’. When an externality emerges what will they 

do? Protect themselves because it is considered their own responsibility? Put pressure on their 

groups and communities to arrange a collective solution? Will they mobilize politics to 
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change the rules of the game? What will producers do? In case of transparency, the reputation 

mechanism in the market could be the incentive to improve their products and reduce the 

externality. What may happen depends in some cases on a few, or in the extreme case even on 

only one variable, but in other cases on a variety of complex interwoven variables.  

The question how relevant the mainstream of the economics of cyber security is and how 

much we are in need of insights from OIE depends on the correspondence of the assumptions 

of the theory with the world we are studying. 

Next steps 

According to the literature overview the mainstream economic approach is quite well 

represented. The information that is missing are related to applications of the insights of OIE. 

How relevant are the two approaches for understanding the different segments of the world of 

malware? In order to find out we propose to conduct in-depth qualitative field research.  
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III 

Research Design: Security Decisions of 

Market Players and Incentive Structures  

Most of the research on the economics of information security so far has been rather 

theoretical in nature. Very limited information as to how individual actors actually make their 

information security decision is available in the public domain. Consequently, no reliable 

estimates are available on the magnitude of external effects, which makes it difficult to 

calibrate any form of public policy. The project team plans to conduct a series of in-depth 

interviews with individuals and organizations participating in networked computer 

environments that are confronted with malware. This effort extends the preliminary work that 

has been done on firms and end users (e.g., Dynes et al. 2005; Dynes et al. 2006; Poindexter 

et al. 2006; e.g., Rowe and Gallaher 2006; Camp Unpublished). Given the scope of this 

research endeavor, it will not be possible to cover all activities that are affected by problems 

of information security in detail. However, the organizations to be included in the detailed 

cases will be carefully selected to allow some degree of generalization of the findings.  

Outline of research design 

The empirical research is designed to explore findings of the theoretical literature in specific 

cases and develop a deeper understanding of the practice of information security management. 
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Externalities are interdependencies between actors. Hence, our research will look at both the 

source and the recipients of external costs or benefits. As far as possible, we will assess the 

incentives of the stakeholders to invest in and manage information security. We will also 

explore systematically whether the relevant effects on third parties are taken into account or 

whether these interdependencies constitute externalities that are not reflected in decisions. We 

will also explore the measures undertaken to cope with problems of malware and their 

effectiveness. All information will be treated in a strictly confidential manner. The report will 

not mention names of specific companies unless prior consent was received. 

 

Selection of cases will be based on a stratified sampling approach. Interviews will be 

conducted with representatives of the major participants in the broad value chain of 

networked computing. The main groups of stakeholders, from which we will draw cases, are: 

� Software developers and vendors 

� Internet Service Providers (ISPs), (and hosting companies?) 

� Network operators (how is this different from ISPs?) Should the RIRs such as RIPE be 

a line here as well as Registries and Registrars)  

� Applications and service providers 

� Large users 

� SMEs 

� Security service providers 

 

Cases will be selected from OECD member states, predominantly from the Netherlands and 

the U.S., perhaps complemented by another European and Asian member state. In each 

category, five to eight organizations will be interviewed. In larger organizations more than 

one interview may be necessary to capture the views and perceptions of different departments 

(e.g., the IT Department and the Financial Department). Each of the categories of stakeholders 

is heterogeneous. Within each category, we will select cases based on several criteria, 

including their susceptibility to malware, whether they have or have not experienced security 

breaches during the past two years, and the “importance” of an industry, as measures in its 

contribution to GDP and its criticality as an input in the value chain of other industries. 

 

A structured questionnaire will be used to guide the interviews to systematically explore the 

existing incentive structures, the prevalence and importance of external effects (both received 

from others and inflicted upon others). The interviews will also be designed to gain a better 
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understanding of mitigating effects, such as reputation, and the time scale at which they 

operate. One group that is notoriously difficult to capture accurately are residential end users. 

As far as possible, we will take advantage of recent research in this area (e.g., LaRose and 

Rifon, 2006) as well as ongoing efforts to describe this group, such as those by ENISA. ] 

 

The structured interviews will be conducted to develop a fuller and more comprehensive 

understanding of computer network security as a problem of incentives and externalities. Our 

approach will allow an assessment of the relative importance of the forms of externalities 

captured in Table 2 (see p. 24). It is also designed to shed some light on the influence of the 

broader institutional setting and of alternative institutional designs on the severity of the 

information security problem. The generic questions in Box 4 will guide the stakeholder 

interviews. They will be customized to reflect the particular circumstances of each specific 

stakeholder group. 
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Work plan 

The field research is to be carried out in Spring and Summer of 2007. It consists of several 

steps, building up to an overview of the incentives and externalities of malware. Roughly, 

these steps are: 

1. Identify respondents. We will select respondents from actors in different value chains 

potentially impacted by malware.  

2. Conduct interviews. Two field teams are expected to conduct around 50 interviews in 

total.  

Box 2: Generic interview questions 

1. Has your organization been affected by problems related to malware (e.g., viruses, 
worms, Trojan horses, DDoS) during the past two years?   

2. If so, please describe how your organization was affected.   

3. Do you have any estimate of the damage caused by the attack?  

4. What measures do you undertake to protect your organization against malware?   

5. Do you have examples of measures that work well and other that do (did) not work 
well? 

6. Do you have an estimated of the resources used to implement and execute these 
measures (e.g., number of employees, programming hours, and cost of software)? 

7. In what ways is your organization affected by the type of security measures undertaken 
by your business partners or clients? 

8. What could be done to reduce negative effects?  What could be done to enhance 
positive effects? 

9. Do the security measures you undertake affect your business partners or clients? 

10. What could be done to reduce negative and enhance positive effects? 

11. Would a change in the formal laws governing your industry assist in addressing 
information security issues? 

12. Will it be necessary to change people’s behavior and norms and if so, how can this be 
achieved? 

13. Are there other possible solutions that would enhance information security (e.g., 
insurance requirements)? 

14. Which emerging threats are you aware of? 

15. Is there any other information you would like to share with us? 
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3. Analyze incentive structures. On the basis of the interviews, we will reconstruct the 

security tradeoffs of market players and the incentives and disincentives which 

influences them. Combining these findings, we can identify the overall incentive 

structure which explains how malware threats are dealt with collectively.  

4. Identify externalities. After the empirical data has been collected and aggregated, we 

can better identify of how the effects of actors’ security tradeoffs regarding malware 

migrate through the system, where externalities emerge and how actors assess the 

importance and implications of these externalities.  

5. Exploration of possible measures. As a stepping stone to follow-up research, we 

briefly explore a range of policy measures to internalize externalities in light of our 

empirical findings.  

 

The final report is due in October 2007. 
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