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A fundamental aspect of knowledge
management is capturing knowledge and
expertise created by knowledge workers as they
go about their work and making it available to a
larger community of colleagues. Technology can
support these goals, and knowledge portals have
emerged as a key tool for supporting knowledge
work. Knowledge portals are single-point-access
software systems intended to provide easy and
timely access to information and to support
communities of knowledge workers who share
common goals. In this paper we discuss
knowledge portal applications we have
developed in collaboration with IBM Global
Services, mainly for internal use by Global
Services practitioners. We describe the role
knowledge portals play in supporting knowledge
work tasks and the component technologies
embedded in portals, such as the gathering of
distributed document information, indexing and
text search, and categorization; and we discuss
new functionality for future inclusion in
knowledge portals. We share our experience
deploying and maintaining portals. Finally, we
describe how we view the future of knowledge
portals in an expanding knowledge workplace
that supports mobility, collaboration, and
increasingly automated project workflow.

All human work, even the most physical labor, in-
volves cognitive capabilities, but the hallmark

of human work in the latter part of the twentieth cen-
tury emphasizes knowledge work—solving problems
and accomplishing goals by gathering, organizing, an-
alyzing, creating, and synthesizing information and
expertise. Knowledge work is performed by individ-
uals who belong to communities of interest, where
knowledge is shared and accumulated. Knowledge
management (KM) refers to the methods and tools

for capturing, storing, organizing, and making acces-
sible knowledge and expertise within and across com-
munities. Communities of interest may be scientific,
academic, business-oriented, or government-based.
We focus here on the corporate environment, since
this is where KM is most self-consciously addressed,
and where supporting technologies are expanding
most rapidly.

At the broadest level (to paraphrase Prusak1), KM
refers to all the tools, technologies, practices, and
incentives deployed by an organization to “know
what it knows” and to make this knowledge avail-
able to people who need to know it when they need
to know it. At the individual or team level, the KM
flow is a cycle in which solving a problem leads to
new knowledge, initially tacit (that is, known but un-
expressed), and then made explicit when experiences
are documented, distributed, and shared (via data-
bases, e-mail, or presentations). Once explicit, the
knowledge is used by others for solving new prob-
lems.2,3 The application of the explicit knowledge to
a new problem creates new tacit knowledge, with the
potential of initiating a new KM cycle. In this gen-
eral cycle lie a host of technical, social, and human-
computer interaction issues. In this paper we focus
on the technology and, specifically, on what have
come to be called knowledge portals.
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From information portals to knowledge
portals

The term “portal” is used quite ambiguously, espe-
cially because it evolved over time and became com-
monplace. Portals started as applications, typically
Web-based, providing a single point of access to dis-
tributed on-line information, such as documents re-
sulting from a search, news channels, and links to
specialized Web sites. To facilitate access to large
accumulations of information, portals quickly
evolved to include advanced search capabilities and
organizing schemes, such as taxonomies. Because of
their emphasis on information, these first-genera-
tion portals are often called information portals. In-
formation portals provide a valuable service on the
Internet, by selecting, organizing, describing, and
sometimes evaluating, useful sites. Yahoo!4 was one
of the first and is still one of the most popular public-
domain, Web-based portals. The recent prolifera-
tion of portals may seem to undermine the original
intent of single access, but in fact, this circumstance
emphasizes that portals are defined with respect to
a community of users who share common tasks and
interests. (Consider, for example, the viewpoint of
a shopping consumer versus that of a professional
engaged in researching a topic for a report.) This is
especially true for internal corporate portals, where
different functional and organizational groups and
lines of business may have substantially different
needs for information access and organization. Ex-
amples include sales and marketing, best practices,
competitive intelligence, research and development,
and general corporate resources. Specialized portals
in the corporate sector are sometimes called vortals,
for vertical portals, since they provide in-depth ca-
pabilities that are highly focused on a vertical seg-
ment of an organization or field.5

We refer to information portals used by knowledge
workers as knowledge portals (or K Portals for short)
to differentiate this KM role and usage from other
portal roles, such as consumer shopping or business-
to-business commerce. K Portals are rapidly evolv-
ing into broad-based platforms for supporting a wide
range of knowledge worker (KW) tasks. We refer to
the broad-based platforms as the knowledge work-
place to draw attention to the importance of support-
ing the full range of knowledge work tasks within an
integrated and unified context of use. In the next
three sections of this paper, we focus on the infor-
mation accessing and organizing role of portals and
on how this role relates to the broader spectrum of
knowledge work tasks. We describe component tech-

nologies and end-user functions, drawing heavily on
our experience building a platform for portal systems.
The section succeeding those (“Knowledge portals
in an expanding knowledge workplace”) discusses
the evolution of K Portals and evokes themes that
are covered in other papers in this issue.

Knowledge work and the role of portals

Portals serve tasks performed by knowledge work-
ers, and we depict these tasks in the high-level view
in Figure 1. Most broadly described, KWs gather in-
formation relevant to a task, organize it, search it,
and analyze it, synthesize solutions with respect to
specific task goals, and then share and distribute what
has been learned with other KWs. The tasks are il-
lustrated concretely in Table 1, which describes a
“day in the life” of a consultant involved in the ini-
tial steps of engaging with a customer in a market-
ing or a consulting context. We use this scenario as
the basis for portal technologies throughout this pa-
per.

The consultant (and KW) goes through several task
steps, starting with gathering information about the
customer, the industry, or the business field relevant
to the engagement, as well as about the products and
the services available to meet the customer’s needs.
References might also be sought to colleagues who
might have useful expertise to share. Using several
tools, the KW searches internal and Web informa-
tion resources for electronic and nonelectronic
artifacts, often generated as a result of previous
projects and distributed in a variety of ways. Search-
ing is done both explicitly, using the portal search
functions, and possibly implicitly, by creating or mod-
ifying a profile of current interests that is used to au-
tomatically find, and notify users of, potentially rel-
evant information. An explicit search can involve
formulating a query, reviewing search results, re-
questing “more documents like this,” or browsing
taxonomies that organize documents into topics.
Over time, the KW acquires information relevant to
the customer engagement and may create a dedi-
cated project workplace in which to collect and or-
ganize these resources. This workplace supports fur-
ther project activities, such as creating presentations
or carrying out analyses needed as input for propos-
als, budgets, and project timelines. These activities
involve soliciting information from other colleagues
and experts via e-mail, scheduling meetings and tele-
conferences, distributing various artifacts, and sav-
ing information in a project workplace (e.g., Lotus
Notes** TeamRoom) for review and coauthorship.
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Figures 2 and 3 show screen shots of a K Portal built
for internal use in IBM Global Services. This portal
provides software support for several of the high-
level KW tasks we have just described. The home page
in Figure 2 is divided into several sections, some typ-
ical of Web pages (e.g., an identifying header or a
footer with links to other pages on the Web site) and
others specific to this portal. The left frame has a
text entry field for conducting a search and filters
for restricting search to a selected category shown
in the center of the Web page (i.e., “Intellectual Cap-
ital and Assets,” “Biographies,” etc.). It also includes
a document filter whose value represents the dom-
inant type of document content (e.g., “projects” or
“people”). In the central area of the home page are
four high-level taxonomies that organize documents
in ways relevant to KWs in IBM Global Services. Be-
low the taxonomy area are bulletin board entries and
top documents accessed by colleagues.

KWs can carry out free-text searches, navigate down
one or more of the taxonomies, or combine a search
with category and document-type restrictions. For
example, Figure 3 shows a list of documents obtained
by navigating to “Engagement Models,” a subcat-
egory branch of “Intellectual Capital and Assets,”
“Finance and Insurance,” and “Financial Markets
Solutions.” (The subcategory path is shown at the
top of the middle frame.) Documents such as those
returned in Figure 3 can also result from inputting
text terms expressing topics of interest into the search
field in the upper left corner to initiate a search. A
text search can be restricted to a specific category.
This capability is important because many of the cat-
egories contain thousands of documents. Each doc-
ument returned is summarized with a title, a link to
the full document, an abstract, and indicators of doc-
ument size and type. Abstract and size are useful for
mobile users who may not want to download large

Figure 1 Knowledge work tasks, with examples of supporting technology

KNOWLEDGE WORK TASKS

TECHNOLOGY

IBM SYSTEMS JOURNAL, VOL 40, NO 4, 2001 MACK, RAVIN, AND BYRD 927



documents without knowing more about their con-
tent. An attachment indicator is useful too, since
many Lotus Notes documents contain minimal text
and serve as containers for attached documents.

Once a KW has gathered a set of documents rele-
vant to a task, other tasks come into play, requiring
support beyond searching and browsing, for author-
ing presentations and collaboration. Authoring and
collaboration tools are not currently launchable from
the K Portal described in Figures 2 and 3. Another
IBM KM tool supporting both portal functions and
certain types of collaboration is shown in Figures 4
and 5. The intellectual capital management (ICM)
AssetWeb is a Notes-based application, originally de-
veloped for internal use within IBM Global Services.6

It is now also available externally and has garnered
acclaim as a KM tool in industry reviews.7 The ICM
AssetWeb uses Notes categories and TeamRooms
(group document databases) to organize documents

manually. Figure 5 shows an example of a Team-
Room. The left panel lists options for viewing doc-
uments in the repository by categories, chronology,
or authorship, like any information portal, but be-
cause the ICM AssetWeb is built on Lotus Notes, it
has access to the larger application context of Notes,
with tools for collaboration and communication, in-
cluding e-mail and calendars.

Portals support KWs as a community. Earlier proto-
type versions of the IBM Global Services K Portal
shown in Figure 2, specialized for smaller “e-busi-
ness” communities, listed references to news items,
names of new hires, and icons pointing to feature
stories, all of which were of potential interest to the
practitioner community served by the portal, help-
ing to build and support members of that commu-
nity. The community is scattered across geographies,
with many practitioners working from home offices
or on the road. Featuring new employees electron-

Table 1 Knowledge work scenario: Consultant involved in initial steps of a customer engagement

Steps Actions

1 Customer representative calls knowledge worker (KW) named “Karen,” a consulting services practitioner for
“KnowledgeAdventures,” informing her of a customer’s interest in developing a document management system
based on her company’s products and services. Karen begins the first steps in a Customer Engagement. Karen and
the customer representative schedule a meeting with customer CIO and technical staff to understand what they
need.

2 Karen uses the portal to find documents relating to the customer, by looking into the “Engagement Life Cycle”
taxonomy and navigating down the category path (Engagement Life Cycle 3 document management systems 3
customer references). She also finds a few digitized marketing videos on the company’s product line, from a trade
show. She downloads these documents to her workstation. Karen also modifies her profile to add the new customer
name and descriptions of the problem to solve, and requests notification of information from external Internet
sources on these topics.

3 Karen also needs to get help from experts in the company who know about the customer and document
management systems. The portal returns resumes of other practitioners (in the Biography category) who cite
document management as an expertise. Karen does not know most of these people (due to the high turnover in the
services organization) and is unsure about their level of experience. She needs advice from colleagues.

4 Karen creates a project workspace, and fills in a project template with a set of categories representing phases of
the project. This space will contain various project artifacts she anticipates gathering or creating, such as
information about competitive products and technologies, skills and resources, existing assets based on prior
engagements in the document management product domain, statements of work, etc. She transfers documents
from her workstation to the workspace, to the appropriate categories (customer reference, competitive product
information, etc.).

5 Karen sends off an e-mail note soliciting advice and interest from a set of colleagues that she either knows
personally or has found via the resumes she gathered. She schedules a teleconference; her assistant establishes a
call-in number, and checks the schedules of the people contacted. Karen notices that two of them are at a
company site where she plans to be next week, and she wants to find out if they are available to meet in person.

6 In preparation for beginning the project, Karen drafts a presentation describing the customer’s needs, the
company’s document management products and services, and outlines a plan. She puts the presentation in the
project workspace, alerts colleagues that it exists, and schedules a conference to review it.
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ically fulfills an important social role, serving as a
virtual welcome and introduction to the rest of their
colleagues. Links to resources and biographical in-
formation help familiarize KWs with the community
and are of special value to new hires. Bulletin boards,
frequently accessed documents (shown in Figure 2),
highlighted news, and success stories help shape the
corporate culture and values, giving recognition and
acknowledgment to successful employees, while cre-
ating models for others. These features are partic-
ularly important in a highly competitive, geograph-
ically dispersed profession with high turnover.
Similarly, portals are known to be very important in
merger and acquisition situations because they can
bring together different corporate cultures to a sin-
gle point of access.

To remain vital and current, both the IBM Global
Services K Portal and the ICM AssetWeb require a
variety of knowledge and content management pro-
cesses (also discussed in the fifth section under “Por-
tal management”). These processes include oversight
of document gathering, indexing, and categorization.
The reliance of a KW on the information available
through the portal raises important concerns about
the coverage and quality of the information sources.
Higher-level KM processes include dedicated “core
teams” that evaluate the quality of intellectual cap-
ital submitted to the portal. The document manage-
ment process of the ICM AssetWeb includes review,
classification, and certification of documents by ded-
icated teams of subject-matter experts from the ap-
propriate IBM Global Service lines of business. Se-

Figure 2 Example knowledge portal home page, showing bulletin board, frequently accessed documents, and links to 
multiple taxonomies and text search input field
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curity issues involved in accessing documents are also
of concern. Access to documents is controlled by the
document repositories themselves. Users need to en-
ter a user ID (identifier) and password to see certain
documents.

The IBM Global Services K Portal and the ICM As-
setWeb systems complement each other. The por-
tal is totally Web-based, lightweight, and focused on
search and categorization. The middleware support-
ing it allows easy integration of new exploratory func-
tions. The ICM AssetWeb, in contrast, includes col-
laboration and communication tools, some level of
workflow to manage the content, and application de-
velopment tools. The new generation of IBM KM
product platforms, including the Lotus Discovery

Server**8,9 and WebSphere* Portal Server, integrate
an expanded search function, including finding ex-
pertise, i.e., knowledgeable colleagues and potential
team members, taxonomy generation tools, and more
easily customized collaboration spaces (Lotus Quick-
Places**). Other vendor offerings, such as those from
Plumtree Software10 or Autonomy11 offer similar ca-
pabilities. But we contend that there is room for more
research and development to improve the quality of
specific features, such as search, categorization, and
support for collaboration, as well as for the effective
integration of these features. Achieving these goals
will lead to a much richer and more supportive
knowledge workplace. We return to this point after
we review in more depth the component technolo-
gies that we have outlined.

Figure 3 Example knowledge portal showing a branch of a taxonomy, with categorized documents, showing document
meta-data
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Knowledge portal technologies

Here we delve more deeply into the technologies in-
tegrated in portals, in some cases discussing issues
and capabilities that exist only in research prototypes
or in competitive products. We discuss topics roughly
in the order of the high-level tasks schematized in
Figure 1.

Capture and gather. Documents created in the
course of performing knowledge work are typically
stored in multiple places—file systems on individ-
ual workstations, Web sites on network servers, and
document management systems such as Lotus Notes.
In order to make content accessible to the portal base
technologies and ultimately to users, documents need

to be automatically gathered by the system, regis-
tered, managed, and analyzed. Documents are ex-
tracted via a process called crawling, which starts from
a given URL (uniform resource locator) or another
specific address, and then automatically and recur-
sively follows all the links in each document. Con-
tent analyzers extract text and meta-data from each
document as it is “crawled” and handle the partic-
ulars of different document formats. The IBM Global
Services K Portal uses a specific technology called
Grand Central Station (GCS), originally developed
at the IBM Almaden Research Center12 to crawl doc-
uments in Lotus Notes databases, and Web sites. In
both cases, GCS extracts text and meta-data from doc-
uments in multiple formats, such as Lotus word pro-

Figure 4 ICM AssetWeb showing a taxonomy branch of IBM Global Services “Knowledge Network” documents

IBM SYSTEMS JOURNAL, VOL 40, NO 4, 2001 MACK, RAVIN, AND BYRD 931



cessing and business graphics applications, and the
corresponding Microsoft office applications. For Lo-
tus Notes documents, information is also extracted
from attached documents. Extracted text and meta-
data are encoded in a standard XML (Extensible
Markup Language) format across document types
and made available for subsequent indexing and
analysis processes.

There are at least two reasons for aggregating elec-
tronic information using a crawler. First, aggregat-
ing data makes it easier to create a centralized search
index for a collection, enabling a search over all doc-
uments using a common search approach. Second,
many useful methods for analyzing documents re-
quire analyzing the properties of document aggre-
gates, as we discuss in the next subsection.

However, it is not always possible to carry out full-
scale, automatic crawling. For example, a repository

of documents, such as Dow Jones Interactive**, may
be stored in a proprietary database system with an
interface that controls access, preventing systematic
crawling of its contents. It may not be possible for
an external portal to access the information in the
repositories systematically, as required for creating
a search index within the portal. In this case, an al-
ternative federated search strategy may be needed
to create unified access to information across mul-
tiple repositories. In a federated search, a query spec-
ification created by a user is sent to multiple search
engines, and the results are aggregated. Distribut-
ing the search and combining results in this way is
technically challenging for several reasons (see Ref-
erence 13). A related situation arises where a single
central index may be too large. In this case, the cen-
tral index can be structured in multiple indices to
allow more efficient parallel processing of smaller
groups of document statistics. Once again, technol-
ogy exists for distributing a query to all the indices

Figure 5 Notes TeamRoom with document and discussion categories
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in parallel, and then collecting the results and merg-
ing them.14

Access control to information is an important issue.
Some of the information may have to be restricted
to specific communities. Portals could accommodate
this situation by simply not including restricted in-
formation in the search index or in categorized sub-
collections. However, this limitation would under-
mine the rationale of portals, which is to inform users
of what information is available. One way to handle
access restrictions is to provide summary informa-
tion of sensitive documents but control access to the
full content. In the IBM Global Services K Portal,
search results return document titles and abstracts,
including a link to the document in the repository
where it is stored, with access subject to the access
protocol of the repository, which may require users
to log in to the repository with a password. An icon
next to the document title in a search hit list indi-
cates whether access is restricted and saves the user
the annoyance of trying to access the document when
it is not available. In some circumstances, even a doc-
ument title may be too sensitive. Human resource
documents may contain titles or abstracts that iden-
tify people and personal issues that would violate bus-
iness policies and possibly privacy laws. In these
cases, it is necessary to make clear access policies.
It may be possible to create sanitized summaries of
sensitive documents, sufficient to alert users to the
existence of this information, while still protecting
it.

Document analysis—Text analysis and feature ex-
traction. Once the documents have been gathered,
they must be analyzed so that their content is avail-
able for subsequent organization, retrieval, and use
by the system and by KWs. In subsequent subsections,
we present text analysis operations performed by the
system, involving various forms of clustering, cate-
gorization, searching, navigation, and visualization
of documents. Here we discuss the document anal-
ysis required in preparation for these operations.

As documents enter the portal system, they are
stored for later retrieval and display. However, it is
not useful to simply put the documents away in their
raw form. Systems typically analyze the document
content and store the results of that analysis so that
subsequent use of the documents by the system and
users will be more effective and efficient.

In order to operate on documents, we extract doc-
ument features that give an indication of what doc-

uments are “about.” Since documents contain text,
the portal applies text analysis in order to extract tex-
tual features, which characterize the documents. At
the lowest level, these features are characters and
words. However, when it is important to manage the
conceptual content of documents, we need to iden-
tify the entities referred to in the text—the things,
people, places, organizations, dates, prices, etc.—that
are specific to the domain from which the documents
are drawn and that will make useful features for sub-
sequent organization, search, and browsing opera-
tions. Certain operations will also require features
consisting of relationships among these entities.

In addition to the textual features, which are intrin-
sic to the document (i.e., drawn from within it), there
are also extrinsic features, whose source is outside
the document. These features, also called meta-data
features, include information about creation date,
author, category assignment within a classification
scheme, confidentiality, etc. Often, this meta-data
information is gathered by the crawling process, and
the crawled content is represented in XML format,
with the meta-data features encoded by XML tags
within the XML files. For some operations, the dis-
tinction between intrinsic and extrinsic features is
irrelevant. Hence, in what follows, we will often use
the word “feature” to refer to both textual features
and meta-data features.

Since document text is a form of human language,
a wide variety of linguistic analysis techniques can
be used to find vocabulary and other language ex-
pressions that refer to domain entities and their re-
lations. These expressions and the concepts they re-
fer to reflect the conceptual content of the document
collection. These expressions provide the features
used for organizing and finding documents in portal
systems. The simplest and most widespread type of
feature used in current systems is simply the words
in the text. These words are easy to obtain with sim-
ple tokenization technology. With the addition of
straightforward processing such as morphological
processing (e.g., combining plural nouns with sin-
gular ones) and stop-word processing (i.e., ignoring
common words), word-based systems perform well
in some operations, such as a document search.

However, in knowledge-based applications, such as
taxonomy generation and navigation, it is important
to identify features that reflect the domain-specific
conceptual content of documents more accurately
than simple words can. We have built a system, called
Textract,15–18 that can automatically process a doc-
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ument collection and identify expressions that are
proper names (of people, places, organizations, etc.),
domain terms, abbreviations, and various types of
expressions such as dates and amounts of money.
Further, domain experts can customize Textract so
that it will also recognize various types of domain-
specific entity references, such as telephone num-
bers and document IDs. The techniques that Textract
uses depend on the analysis of patterns of symbols
in text. This analysis capitalizes on the conventions
and redundancy that are characteristic of the use of
human language in documents. Thus, for example,
over a large document collection, Textract is able to
determine that the expressions “Senator Clinton,”
“Hillary Rodham Clinton,” “Hillary,” and even “the
senator” are all references to the same person. Such
information enables text analysis systems to better
determine the topics of documents and to gauge the
importance of entities that are referred to across the
collection.

Beyond entity references, document analysis should
also identify relationships among the entities. Tex-
tract uses the contexts in which expressions occur to
find both statistical and lexical relations between the
domain entities. The lexical relations (such as: �Hil-
lary Rodham Clinton�senator�New York State�) are
found by doing a deeper linguistic analysis of the
phrases and clauses in the text of the documents.
Note that both the relations and the names of the re-
lationships that link entities are discovered during
document analysis. Statistical relationships among
entities are found using various measures of the fre-
quency with which they occur.17

Having entity references and relationships as textual
features for characterizing the content of document
collections is tremendously advantageous during the
construction of knowledge portals by enabling op-
erations that portals must perform. The following
subsection discusses organization operations (clus-
tering and categorization). Later subsections discuss
search, query refinement, relevance feedback, and
lexical navigation. Other operations such as summa-
rization, glossary extraction, and question answer-
ing also depend crucially on the conceptual content
of documents that these features reflect.

Document organization: Clustering and categoriza-
tion. When the crawler has finished its gathering task,
most often the result is an undifferentiated set of doc-
uments. As the number of documents under man-
agement grows, it becomes increasingly important
to gather similar documents into smaller groups and

to name the groups. This operation is clustering. All
automatic clustering methods use features to deter-
mine when two documents are similar enough to be
put into the same cluster. A typical approach taken
is to represent a document as a vector of the fea-
tures it contains and to compare the vectors for dif-
ferent documents. Variants of this approach opti-
mize performance by ignoring features that occur
too seldom, too often, or with distributions that do
not allow them to effectively distinguish one docu-
ment from another. For example, the feature for
“IBM” would not be useful for clustering documents
in an IBM internal portal.

It is almost impossible for the portal administrator
(and domain expert) to know ahead of time how
many clusters or which clusters are implied by the
available documents. Nevertheless, there needs to
be some way to control the operation of the clus-
tering engine. Perhaps the most important control
point is the choice of which documents are presented
to the clusterer. For example, an administrator might
choose to include formal documents such as reports
or press releases, while excluding informal docu-
ments such as e-mail messages or chat room transcripts.
The rationale for such decisions might be that the
formal documents contain a more reliable account
of the conceptual content of the domain, whereas
the informal documents can be added to the result-
ing clusters later using a different technique, such as
categorization. Depending on the system, clusterers
can also accept parameters to control the sizes of
clusters, the sensitivity of the similarity metric, or the
total number of clusters. An important additional
control point is the selection of features and their
weights. Recall that the set of features available in-
cludes meta-data features such as document date,
author, and assigned keywords. These can also af-
fect the resulting set of clusters. In fact, one pow-
erful use of extrinsic features might be to allow the
clusterer to preserve some aspects of a previously
existing category system by including category infor-
mation among the features of the documents.

Rather than a flat space of clusters, some clustering
engines are capable of building hierarchical struc-
tures containing clusters and subclusters. One ap-
proach taken is to accumulate similar documents into
a cluster until some critical size is reached and to
then split the cluster into two or more subclusters.
Control points for such clustering engines include
the critical size, the intracluster similarity metric, and
the number of subclusters to build.
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Once the clusterer has finished its work, the clusters
must be named. Cluster labeling is the operation of
inspecting the final cluster contents and choosing the
best features to serve as names. The features used
as labels are not necessarily the same as those used
in the similarity metric. The requirement for labels
is that they be easily understood by human users of
the portal, evocatively characterize the documents
in a cluster, and clarify the distinctions among neigh-
boring clusters in a hierarchy.

An adequately labeled set of hierarchically organized
clusters for a document collection is usually called
a taxonomy, and the labeled clusters in the taxonomy

are called nodes. It is a tall order for a clustering en-
gine and labeler to get everything right totally au-
tomatically. As a consequence, systems that attempt
to do automatic taxonomy generation usually incor-
porate a taxonomy editor so that the portal admin-
istrator or some other domain expert may craft a
high-quality taxonomy based on the work of the au-
tomatic system components. Operations supported
by a taxonomy editor include moving documents
from one cluster to another, splitting or combining
clusters, and manually assigning labels to clusters.
The Lotus Discovery Server9 provides a taxonomy
generation tool based on the IBM Almaden Research
Center’s SABIO clustering technology.19,20 An addi-
tional useful feature within taxonomy editing tools
is document summarization. As the domain expert
inspects document assignments to clusters and moves
documents from cluster to cluster, it must be easy
to discern the conceptual content of groups of doc-
uments without needing to read them in their en-
tirety. Summarizers such as those described in the
later subsection “Find” can produce sentential, key-
word, or topic summaries that are suitable for this
task.

Because document collections are not static, portals
must provide some form of taxonomy maintenance.
As new documents are added, they must be added
to the taxonomy at appropriate places, using the clas-
sification technology described below. As the clus-

ters grow, and especially as the conceptual content
of the new documents changes over time, it may be-
come necessary to subdivide clusters or to move doc-
uments from one cluster to another. Although less
common, document deletions may also occur. For
these reasons, it becomes appropriate to periodically
reassess the taxonomy. As with taxonomy genera-
tion, this reassessment may be accomplished using
both automatic and manual procedures. The auto-
matic part, perhaps based on the same technology
that spawned subclusters during taxonomy genera-
tion, can suggest when and how a cluster that has
grown too large must be split. A portal administra-
tor, using the taxonomy editor, can monitor and im-
plement these suggestions and, in general, can pe-
riodically assess the health and appropriateness of
the current taxonomy and document assignments
within it.

As exemplified in the “Intellectual Capital/Finance
and Insurance/ . . . Engagement Models/” taxonomy
branch in Figure 3, a document classification scheme
provides a powerful way for portal users to navigate
through the document collection in their search for
documents relevant to their information needs.
Whether a classification scheme is based on an au-
tomatically generated taxonomy (e.g., one derived
from the documents in the portal) or on an exter-
nally imposed taxonomy (e.g., one imposed by cor-
porate management), it is crucial to be able to ac-
curately assign documents to the taxonomy nodes.
Such accuracy is important so that when users nav-
igate to a node and access documents through it, they
can expect that all the documents found are appro-
priate to the node and belong together. Clearly, in
the case of automatic taxonomy generation, the clus-
tering technology should meet this expectation, at
least for the initial set of documents. However, for
documents added to the portal after taxonomy gen-
eration—and for all documents in a portal with an
externally imposed taxonomy—another mechanism
is needed. Document categorization technology pro-
vides that mechanism.

The job of a document categorization system is to
assign documents to categories, which are equiva-
lent to the nodes in a taxonomy. In its simplest terms,
a document categorization system operates in two
steps. In the first step, the training step, the system
inspects a set of previously categorized documents
(the training set) and extracts a characterization of
the documents in each category. This characteriza-
tion, invariably based on the features found in the
documents, is formatted and stored in a model. In

Because document collections
are not static, portals must

provide some form of
taxonomy maintenance.
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the second step, the categorization step, the system
processes one uncategorized document at a time. It
extracts features from the document and compares
them to the features stored for each category in the
model. (Various optimization schemes can make
these comparisons efficient to perform.) The result
is a list of one or more categories to which the sys-
tem thinks the new document should be assigned.

Extensive descriptions of a wide variety of ap-
proaches to categorization can be found in Baeza-
Yates and Ribeiro-Neto.21 The major differences
among categorization systems concern the types of
features they use, the way in which they represent
the features associated with categories, and the way
in which they compare document features with cat-
egory features. For example, in the IBM Text Ana-
lyzer system, the features are words; they are asso-
ciated with a category by means of “if-then” rules
corresponding to a decision tree. Document features
are compared to category features by means of a de-
cision tree processor. In contrast, the IBM Global Ser-
vices K Portal uses a K nearest neighbor approach,
in which the comparison between document and cat-
egory is done with a standard search engine. The cat-
egorization procedure uses features from the uncat-
egorized document as a query against the set of
training documents. The result of the search is a hit
list of training documents. The category chosen for
the uncategorized documents is the one associated
with the majority of the highly ranked training doc-
uments on the hit list. The categorization system in
IBM’s original Intelligent Miner* for Text product15

uses a centroid approach, in which the features are
vocabulary items produced by Textract; the catego-
ries are represented by vectors consisting of their
most salient features (one vector per category). This
representation is similar to the feature vectors de-
scribed above for document clustering engines. In
the centroid approach, the comparison is essentially
a vector-space comparison between a document fea-
ture vector and the category vectors.

These clustering and classification methods differ in
their underlying algorithms, in how the tools asso-
ciated with them are used, and in their effectiveness
for given document domains. When discussing tax-
onomy generation, we pointed out the need for a
taxonomy editor with which domain experts can re-
view and repair decisions made by the automatic clus-
tering and labeling machinery. These tools may re-
quire users to find training documents or define if-
then rules, or do some combination of these two
tasks. Similarly, categorization engines are not per-

fect, and some are more effective for some types of
documents than others, e.g., Web documents ver-
sus documents produced by office productivity tools,
versus news articles, which tend to be relatively un-
structured. Fortunately, most categorization systems
produce a rank associated with their category sug-
gestions for a document. These ranks represent the
degree of match between the features of the doc-
ument and those of the categories of the model, and
they correlate with the degree of confidence a user
should have in the assignment of the document to
the category.

To conclude, clustering and classification are very
important organizing tools for portals, but it is clear
that no one technique is best and that all techniques
need domain expertise and some degree of admin-
istrative skill.

Find: Basic and advanced search. Once information
is gathered and categorized, users can search it to
find what they need using various techniques, from
a basic text search to document result browsing in-
terfaces on the Web, to more sophisticated search
and browsing tools that we describe below.

The basic technique for retrieving documents by
means of a query became widespread starting in the
1980s.22 The process begins before search, when doc-
uments are scanned to produce an inverted index,
a kind of dictionary that lists all the words appear-
ing in the documents together with their locations.
The index is the repository searched when a query
is processed. Early systems tended to index only key-
words, selected from the title or other meaningful
fields in the documents. However, in the last 20 years,
with more memory and cheaper storage, systems typ-
ically have full-text indexing of all the words and all
occurrences. A query formulated by the user is usu-
ally lightly processed (e.g., stop words are removed)
and sent to the search engine to be matched against
the index. Many search algorithms are used for this
matching. Most typically, the query is analyzed into
a list of query terms, and the index is searched for
documents that contain the query terms. The under-
lying assumption is that the user is interested in doc-
uments that contain the query terms and, more
specifically, that documents containing frequent
mentions of the query terms are more relevant. Sev-
eral ranking algorithms for computing and sorting
relevant documents have been developed. Many are
based on a tf/df (term frequency divided by docu-
ment frequency) formula, standing for the ratio be-
tween the frequency of a term in the document and
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the number of documents in the repository in which
the term appears. This means that the contribution
of a term to the document relevance is higher the
more times the term is mentioned in the document,
but this contribution is reduced if the term occurs
in many other documents as well. Many systems re-
fine this basic formula by normalizing for the length
of the document, taking the order and proximity of
the terms into account, or allowing for minor term
variations (such as plural and singular forms of
nouns), among other strategies.

Basic searching, as described here, is the most com-
mon method for finding information on line, yet of-
ten users do not find the information they are look-
ing for. There are a number of reasons for this. The
ever-increasing size of document collections in-
creases the pool of potentially relevant documents.
If the collection is heterogeneous, query words may
be ambiguous—the same words may refer to differ-
ent concepts in different domains. Finally, if the
query is short (the average Web query is under three
words long), it contains fewer terms and thus matches
more documents. To compensate for these factors,
we are developing advanced search techniques called
prompted query refinement and relevance feedback.

Prompted query refinement (PQR), as the name indi-
cates, is a technique for assisting the user in inter-
actively refining the query, until a satisfactory set of
focused and relevant documents is returned. Often,
users start with a short and general query, such as
the word “Java.” When concentrating on their spe-
cific information need within their context, they may
be (and should be!) unaware of the potential am-
biguity of their query terms. (Java could refer to a
virus, an island, a type of coffee, or a programming
language.) Even if users are aware of this ambigu-
ity, generating the terms necessary to appropriately
restrict the query is difficult.23,24 PQR is a tool that
suggests to users candidate terms to add to their que-
ries, as shown in Figure 6. The leftmost object in the
figure shows a query, “cable news,” and a list of terms
related to the query. End users can select one or
more of these related terms, and add them to the
query specification. Since PQR exploits the features
extracted by Textract during the document analysis
stage, it only offers terms that actually occur in the
collection, in contrast to a general-purpose thesau-
rus. In Figure 6, many of the related terms are names
of cable-related companies described in the docu-
ments indexed. (Below we further discuss the lex-
ical network shown on the right.)

During document analysis, the frequency of occur-
rence of each feature in each document is recorded.
A special process combines information about the
features and their contexts in the entire collection
and creates a special search engine, called a context
thesaurus (CT). When a user issues a query, it is
matched against the CT index, and the hit list re-
turned is not one of document titles but one of terms
occurring in documents and ranked by relevance to
the query. CT uses an idea inspired by the Phrase
Finder.25 For each feature, it builds and indexes a
virtual document, consisting of all the contexts (two
to three sentences) in which the feature occurs
throughout the collection. When a query matches
the virtual document for term X, it is because the
query text is sufficiently similar to contexts in which
X appears in the collection. The PQR system infers
that X is related to the query.

Another advanced search function relevant to por-
tal search is informally referred to as “more docu-
ments like this,” or more formally as relevance feed-
back. When users find one (or more) relevant
documents in the returned hit list, they can submit
this feedback to the engine and request to see more
such documents. Under the covers, this is achieved
by an analysis module (such as Textract, discussed
earlier) that extracts salient features from the doc-
ument selected and turns them into queries that re-
trieve new documents on the user’s behalf. Automat-
ically formulated queries of this kind work very well
since they involve feedback from the user. Their
other advantage is that they are longer than user-
formulated queries and therefore more focused. Fi-
nally, they select terms for the new query from the
unified context of a single document and therefore
reduce ambiguity. In fact, automatically formulated
queries have been proven so useful21 that several
search engines now employ them even without user
feedback. In a mechanism called “automatic rele-
vance feedback,” the engine simply generates and
executes queries from the first few documents it re-
turns.

PQR and relevance feedback are two examples of
tools that help users find relevant documents through
interaction. However, interaction is not always pos-
sible. With the increased use of pervasive devices for
searching, there is a need to improve search results
on the first iteration, particularly the results at the
top of the returned list. Recent search algorithms
have achieved significant improvements in the search
results by ranking documents according to other
(nonquery) factors and combining the query-based
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and nonquery-based scores. Web pages are ranked
high (and called “authority pages”) if they are fre-
quently pointed to by other documents. (See Ref-
erences 26 and 27 for many more references to this
research.) The success of this method is evidenced
by the popularity of the Google Web search service,28

which first put it into production. Other nonquery-
based scores include other measures of document
quality, such as number and frequency of accesses
and updates and other users’ recommendations. A
recent example of the use of such extrinsic informa-
tion to rank documents appears in the system of met-
rics used in the Lotus Knowledge Discovery Server.

A query is the commonly accepted expression of a
user’s information need. However, a user may have
a focused question in mind that requires a succinct,

factual answer. The traditional search paradigm
needs to be specialized for this question-answering
model. Users ask full natural-language questions,
such as “How much does a laptop cost?” Natural lan-
guage analysis determines the question focus, or the
intended answer type, in this case, a price. It also
attempts to determine the question goal (shopping
as opposed to requesting technical specifications for
the machine). Lookup in general and domain-spe-
cific ontologies determine the concepts involved
(here, specific laptop models). Based on this anal-
ysis, the question is translated into a query and pro-
cessed by the search engine. In this example, “cost”
and “how much” are removed; “laptop” is expanded
to include synonyms such as ThinkPad*, and a spe-
cial token (MONEY) is added. To ensure a good
match, similar processing is done on the document
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collection to identify and index semantic concepts
(such as monetary amounts) prior to searching. Fi-
nally, the ranking algorithm is manipulated to return
short passages instead of full documents. Frequency
of occurrence is not important, and ranking is de-
termined based on the presence of all query terms
in close proximity.

Automatic question answering is a new area of re-
search, combining traditional information retrieval,
state-of-the-art natural language processing, and
knowledge representation for a deeper understand-
ing of a particular domain. Its coverage is limited at
present, but it is driving our research agenda into
the next generation of portal technologies.29

The search methods we have been describing imply
that KWs create and execute search specifications.
An alternative is for the system to automatically gen-
erate searches on some basis and present results to
users. Personalized search methods push informa-
tion to users based on descriptions of users’ inter-
ests. For example, users may want to be alerted or
notified about new documents related to a customer
or product technology they are currently focused on.
These interests may be explicitly expressed in pro-
files created by users, mentioning customers and
product topics. Or user interests may be inferred
from analyzing documents that KWs browse on the
portal30 or from analyzing e-mail content, or discus-
sion forums for correlations between topics and peo-
ple who discuss them.31

Personalization information can be used in more
than one way. In prototype versions of the IBM Global
Services K Portal, we extract the categories associ-
ated with the documents browsed by the KW and use
this information to automatically augment user que-
ries by either restricting the search to these catego-
ries or assigning higher weights to documents from
those categories.30 Keywords in browsed documents,
or keywords derived from profiles, can also be used
to create or augment search specifications. The sys-
tem can identify other users with similar patterns of
usage and can recommend them as members of com-
munities of interest. Personalization can also be
based on analyzing query and query results, as done
by the knowledge agents advertised by portal ven-
dors such as Plumtree Software.10 This is an active
area of research at the IBM Research Laboratory in
Haifa, Israel.32

Find: Browsing and navigation. Browsing and nav-
igation are knowledge work activities that go hand

in hand with the search function. Since information
retrieval is an iterative process, it often consists of
a query-based search that returns some initial infor-
mation, followed by browsing of the contents of the
returned hits to learn more about the topic. This ac-
tion often produces a reformulation of the query,
which initiates another search. Since portals are built
to assist users with large quantities of information,
they need to include summarization tools that ex-
tract the most important information from docu-
ments and display it to the user. Unlike human-gen-
erated abstracts, automatic summaries consist of a
collection of sentences (or sentence parts) extracted
from the document, with no new text generated. The
quality of these excerpts is not as good as human-
generated prose—they may seem choppy and are
usually not as concise—but they are nevertheless
quite useful. There are several kinds of summaries.
Longer informative summaries (about 20 to 25 per-
cent of the document length) can capture all the main
points of a document. Shorter indicative summaries
(one to three sentences long) are usually sufficient
for determining whether the document is relevant
and should be accessed, read, or translated. Studies
have shown that indicative summaries are sufficient
for humans to complete tasks without having to read
the entire document, thereby saving considerable
time and effort.33 A third kind of summary is query-
based summaries. They are typically very short and
consist of the most important sentences where the
query terms are mentioned. A fourth kind of sum-
marization, keyword summaries, presents KWs with
a simple list of technical terms, corresponding to sa-
lient names and phrases automatically extracted us-
ing an analysis tool such as Textract.

Document summarization works by ranking the sen-
tences in the document for importance and then dis-
playing as many of them as the requested length per-
mits in their original order. The rank of a sentence
consists of several factors. One is how many salient
textual features it contains, calculated according to
the tf/df formula explained earlier, with extra weight
given to features that occur in the title and head-
ings. In addition to textual features, the structure of
the document also plays an important part, accord-
ing a higher score to sentences in prime locations
(such as document initial or final). For longer sum-
maries, a technique called topic segmentation is also
used to select summary sentences. This technique
examines the distribution of words in the document
and identifies break points (at the end of sentences
or paragraphs) where the topic changes. Topic shifts
are usually marked by a change in the distribution
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of words, since different words are associated with
different topics. To ensure that all topics are cov-
ered, the summary includes at least one sentence
from each topic segment.34

Navigation can be described as a form of browsing,
not of a single document, but over a group of doc-
uments. We have developed a technique for mul-
tidocument summarization (MDS)35 that blends sum-
marization and navigation. MDS captures the content
of a group of related documents, such as the first
100 documents on a search hit list, or the documents
in a cluster formed by automatic taxonomy gener-
ation. It shows the subtopics that can be identified
within the group in various ways: the terms that char-
acterize each subtopic, a few sentences that best rep-
resent each subtopic, and the relationship of each
document to each subtopic. This categorization al-
lows the user to grasp the different aspects of a topic
discussed in the documents without having to read
any document in its entirety and to easily navigate
from one subtopic to another using a graphical in-
terface. The interface also provides a means to gauge
the relative importance of these aspects by exam-
ining how many documents are close to each sub-
topic, and to position the cursor on a document to
see at a glance its position with respect to each sub-
topic.

Like browsing, navigation is also complementary to
searching. Both methods get the user to information
that is relevant. Navigation is partially controlled by
the user, who chooses where to go next. It is also
constrained to a large extent by the organization of
the information in the portal, which is designed by
the administrator, as well as by technologies such as
categorization, lexical navigation, and active markup,
described below.

Category navigation is navigating along the taxon-
omy that groups documents by categories (as de-
scribed earlier) and is most closely related to search-
ing. The search function selects a group of documents
that resemble the query, whereas category naviga-
tion selects a group of documents that resemble each
other. Combining the two is very powerful. As users
of Web search services such as Yahoo! have all ex-
perienced, getting to relevant information is usually
the result of interleaving search and category nav-
igation. In the IBM Global Services K portal, this ca-
pability is provided so that a user can choose a cat-
egory first, and then issue a query against the
documents in the category. Choosing a category first
creates a more homogeneous collection to search

within, and therefore can yield more focused results.
Even if a category was not preselected, the K portal
middleware will allow documents resulting from a
search to be organized into the categories to which
they belong (analogous to the Northern Light search
service36). Within each category returned, documents
are ranked with respect to the query.

We have also developed a technique called lexical
navigation17 to allow users to navigate among salient
concepts that have been identified in the collection
and represented as textual features. These concepts
are linked to one another in two different types of
relations. Unnamed relations, based on co-occur-
rence, indicate that two concepts are related in some
unknown way. Named relations,37 based on linguis-
tic patterns identified in the text, indicate the pre-
cise nature of the relationship (e.g., location, kin-
ship, or employment), as described earlier. These
concepts and relations form a network, with concepts
as nodes and relations as links. Once the user has
entered the network, for example, by using the
prompted query refinement mechanism to select one
or more concepts that are relevant to the query, he
or she can then follow relations and navigate to other
concepts in an unconstrained way. Figure 6 shows
both PQR and an example of a lexical network. We
believe that this form of navigation is potentially
helpful for the novice, who is trying to become fa-
miliar with the scope of a collection of documents.
The advantage of the graphical display is that users
can focus on a particular neighborhood of interest-
ing terms and easily observe the interconnections
among several terms at once. However, when the net-
works become very large, graph layout can become
difficult, and users risk losing intuitions about their
location in concept space (see Conklin38 for a clas-
sic analysis of usability issues pertaining to complex
hyperlink graphs).

Finally, we put all of these navigation modes together
with a technique we have prototyped called Active
Markup, which links summaries, documents, and con-
cepts.39 Figure 7 shows an example. When a docu-
ment is accessed, its short keyword summary appears
at the top of the page. Each sentence or initial word
in the summary is an active link to the same sentence
in the body of the document. Thus, the summary
serves as a launching point to the part of the doc-
ument that is of interest. The keyword summary also
supports navigation. Each keyword is a link to other
concepts related to it, as well as to other documents
containing it. This form of navigation is less struc-
tured and more associative by nature than category
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navigation. It provides a means for browsing the
space of documents without having to choose a cat-
egory or formulate and rephrase queries. We some-
times refer to navigation with active markup as “que-
ry-free searching.”

Supporting knowledge workers’ analysis, synthesis,
and authoring of information. Broadly construed,
knowledge work involves solving problems. This def-
inition implies human analysis of information, syn-
thesis of new information expressing implications and
solutions, and authoring of new artifacts to commu-
nicate solutions to colleagues. For example, in a cus-
tomer engagement, presentations are prepared, pro-

posals and development plans are generated, project
teams formed, roles and responsibilities defined and
negotiated, budgets developed, and so on. Search-
ing and browsing are a first step, but the informa-
tion returned needs to be analyzed by KWs in task-
oriented ways. Many of the software tools used to
support this task of human analysis have been de-
veloped outside KM contexts as standard office pro-
ductivity applications, such as word processors, pre-
sentation graphics (e.g., Lotus Freelance Graphics**,
Microsoft PowerPoint**), spreadsheets, business
graphics, project management software (e.g., Mi-
crosoft Project), and document templates that rep-
resent forms and outlines for documentation.

Figure 7 Active markup, where automatically extracted technical terms are turned into hyperlinks to related terms and to
other documents that contain the same terms
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In addition to these tools, new tools specialized for
KM are emerging for analyzing and synthesizing in-
formation. We have already described tools for
browsing search results such as multidocument sum-
marization and lexical navigation. Creating such tools
is an active area of research in computer science, in-
formation retrieval, and cognitive psychology, and
much more can be found in Card, Mackinlay, and
Shneiderman.40 These tools exist as research pro-
totypes, and have not yet appeared in commercial
applications. Other KM tools such as Grape-
VINE2,41,42 and the former Knowledge X41 have
emerged in the commercial domain. They are in-
tended to help KWs generate relationship maps or
graphic visualizations of entities and relationships.

Some examples are schematized in Figure 8. These
visualizations express organizational structures, con-
nections among people, and project-related topics
and artifacts. The goal of these tools is to provide
a heterogeneous and open-ended workplace for rep-
resenting objects and relationships and to help KWs
discover potential new relationships. Representa-
tions of entities and relations are integrated to some
extent with databases containing information de-
scribing entities, such as organizational, personnel,
and project-related databases.

Project collaboration is another focus in research and
commercial domains. An example of the former is
TeamSpace,43 a prototype that provides real-time

Figure 8 Visualizing knowledge resources
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distributed meeting support using shared workplaces,
telephony, and video conferencing, and in addition,
the tool archives meetings artifacts such as presen-
tations and video and audio recordings. Users can
browse collaboration events on a graphic timeline
and select meeting artifacts, such as audio and video
records, to browse and play back. Tools like Bab-
ble44,45 enhance real-time chat-like communication
among collaboration teams, presenting graphic rep-
resentations of topic groups, including the identity
of discussion participants, and even visual indication
of their real-time participation. Issue-Based Infor-
mation Systems (IBIS) capture team design and prob-
lem-solving using text-oriented outlines or visual
maps to represent discussion topics and the issues
related to them. (Conklin38 is a somewhat dated, but
still definitive discussion of IBIS in the context of hy-
pertext computer systems; Conklin and Begeman46

discuss a graphic version called gIBIS.) A version of
the IBIS system47 is used by the ICM AssetWeb.

Specialized productivity tools have been developed
to support KWs in call centers. These workers, known
as customer support representatives (CSRs), need fast
access to specialized information as they attempt to
identify a solution to a customer problem during a
live telephone conversation. The DataCase system,
developed at the IBM T. J. Watson Research Center
for assisting IBM help-line CSRs, involves manual cre-
ation of decision trees that are traversed by the CSR
to identify the nature of a technical problem.41,48 The
TAKMI project, at IBM’s Tokyo Research Laborato-
ry,49 classifies and describes customers’ problem in-
quiries in terms of the key concepts they express, us-
ing enhancements of the text mining tools discussed
earlier. It correlates the textual features extracted
from documents with other meta-data features, such
as the date, or manufacturing location, to spot trends
in customer problems, and the products and features
associated with them. These feature correlations can
also be shown in a variety of information outlining
views,50 e.g., timelines for trend analysis or event dis-
tributions plotted against geographical locations.

These tools emphasize visualization techniques, with
some degree of automated generation and update
of visualizations, intended to help users discover new
facts and implications of information. The rationale
for visual techniques is based on the fact that hu-
mans are highly visual, and much human reasoning
and problem solving is facilitated by visual metaphors
and techniques as evidenced by the widespread use
of presentation graphic artifacts in office productiv-
ity applications and the great care taken in pro-

ducing them (see Tufte51 and Card et al.40 for an
extensive review of information visualization
techniques). What existing office productivity tools
lack is an automatic relation between the represen-
tations of entities and the data that they represent.
In some cases, this relationship may not be possible
to obtain automatically, because too much human
intelligence was involved in the synthesis and con-
ceptualization that created it (reflect on the com-
plexity of typical presentation graphic slides). How-
ever, in other simpler cases, such as representing
simple connections among project team members,
customers, and project artifacts, it may be possible
to automatically link information about these enti-
ties as stored in a database to their visual represen-
tations. Such updating still requires a level of infor-
mation and application integration that is not yet
commonplace. Keeping seemingly straightforward
artifacts such as on-line Web pages, resumes, and
personal information databases current is a difficult
task. Moreover, the conceptual structures created
by standard office productivity tools are more com-
plicated than relationship maps. These structures
require a great effort to create and maintain, and
typically require formal human explanation to
understand and draw implications from, involving
intensive human communication and presentation
skills. More innovation is needed to automate the
generation and update of these kinds of structures
and to support the discovery of implications based
on them.

Once KWs have analyzed information and synthesized
a solution, they need to communicate it. Several in-
novations in authoring are emerging. Collaborative
authoring allows multiple authors to keep track of
multiple contributions, annotate contributions of co-
authors, and merge multiple edits. Collaborative an-
notation allows annotation by readers at large, en-
riching documents with comments and additional
perspectives.52,53 Robertson and Reese54 describe a
corporate research-desk prototype where research
results related to a topic are organized in hyperlinked
briefs for reuse in future inquiries related to the same
topic, and internal versions of such research briefs
are provided as a service through an IBM Global Ser-
vices research desk organization. Smart documents
use a portal-like search to automatically retrieve rel-
evant information for the document at hand. These
tools analyze what the author is composing and sug-
gest collateral information that might be of use. They
look up references, make sure citations are accurate,
and provide example passages from other docu-
ments. The SOALAR (Solution Architecture Logic
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and Reuse) project at the IBM T. J. Watson Research
Center55 enhances a document management system
specialized for creating contracts and proposals by
retrieving potentially reusable document compo-
nents from prior documents, in the appropriate con-
texts. Since the tool is aware of the structure of such
documents, it also checks internal consistency and
completeness of the current document and captures
the resulting new document as a reusable asset back
into the repository.

The relevance to portals is at least twofold. First, the
artifacts created by these tools contain useful infor-
mation that can become part of a K Portal, if the
crawling and content analysis methods can access and
process them, which is not the case today. Second,
keeping these tools for analysis, synthesis, and au-
thoring updated with relevant information provided
by search and text mining capabilities can make them
more useful. We believe that as portals evolve into
more broad-based knowledge workplaces, these
functions will become increasingly interwoven with
other tools that support analysis, authoring, and proj-
ect execution. The results of searching in a new gen-
eration of analysis and synthesis tools will be inte-
grated into targeted information flow and into a
broader range of information visualization struc-
tures, thereby helping KWs apply their human intel-
ligence to become aware of and discover new rela-
tionships among information elements. We discuss
the innovations implied by this scenario in the sixth
section of this paper.

Distribute, share, and collaborate. The last high-level
knowledge work task in Figure 1 is sharing exper-
tise. The raison d’être of portals is dissemination of
knowledge captured in electronic form. KWs can dis-
tribute information by submitting documents to re-
positories accessed by the portal crawling infrastruc-
ture. KM practices may be needed to evaluate the
quality of documents and to assign meta-data at-
tributes so that documents can be categorized or han-
dled in a standard way in a portal infrastructure. The
progress of a document within some electronic dis-
semination processes (e.g., certification, category
meta-data, and authorization) can be managed by
workflow software. Within a project team, project
relevant information may also be distributed via
shared document repositories such as Lotus Notes
TeamRooms, or via electronic mail with attach-
ments. Portals support sharing of documents and col-
laboration among KWs by giving them access to sum-
maries of persons’ resumes and areas of expertise
and by publishing documents. KM tools like the ICM

AssetWeb exist in a workstation environment that
includes tools for collaboration, such as electronic
mail, calendar, real-time meeting support with
shared applications that are integrated with tele-
phony, instant messaging and awareness,8,56 and
video exchange. Beyond these portal connections,
collaboration support is a broad area of research and
product technology.45,57

Building and maintaining knowledge portals

Knowledge portal technologies are typically associ-
ated with a set of administrative tasks, requiring the
exercise of various kinds of expertise. Figure 9 de-
scribes a general portal architecture that captures
the integration of technologies and human interven-
tion.

Portal application architecture and implementation.
Figure 9 indicates the major K Portal components
we have developed, beginning along the top of the
figure with “Gather/Analyze Content.” This crawl-
ing component gathers and extracts text and meta-
data content from collections of documents distrib-
uted in multiple repositories over a network. The
extracted content is rendered in a standard XML for-
mat, which allows its exploitation by various text anal-
ysis and indexing processes, identified in the lower
left box in Figure 9. The XML meta-data are loaded
into relational database (RDB) tables, as are the cat-
egory features. The text content of the documents
is indexed in a searchable text index, and the doc-
uments are automatically categorized. Search and
navigation functions in the application client (UI) are
based on real-time access of text search engines and
RDB tables by a set of run-time classes. If person-
alization functions are used, such as we described
earlier, they may require storage of user profiles and
records of portal usage, aggregated for the identi-
fication of communities of users.

In our K Portal, we developed a set of object-ori-
ented portal abstractions for run-time support of ap-
plications, captured in Java** classes that correspond
to familiar entities such as documents, categories,
and queries. This middleware provides a higher-level
programming interface aimed at improving applica-
tion development and more powerful ways to ma-
nipulate the results of text and RDB searches during
run-time processing of user interactions. For exam-
ple, the application client may allow end users to en-
ter queries using a simpler syntax than the under-
lying search engine can accept, or it may define sets
of default parameters transparent to the user. Ap-
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plication enabling middleware then parses user que-
ries and transforms them into search specifications
appropriate for one or more search engines. A new
generation of application enabling middleware will
allow results to be merged and manipulated in fed-
erated searches across multiple heterogeneous da-
tabases. Customizable application clients render
backend text and meta-data features flexibly. Typ-
ically, the middleware and application client software
operate in a rich Web infrastructure that includes
a variety of techniques for managing Web access, per-
formance, and generation of Web pages with dy-
namic data (e.g., search results).

Knowledge workers typically do not have to concern
themselves with the implementation and mainte-
nance mechanisms of portals, although they can
experience the impact of these on performance and
integration of end-user functions. For example, the
middleware may play a role in managing user reg-
istration and controlling access to documents. The
impact on the user is manifested in log-on proce-
dures and document access limitations. Application
integration affects how easily new functions can be
implemented, how easily code can be customized and
modified, and how seamlessly data objects in one tool
can be used by another. In our experience, the path

Figure 9 Technology architecture for an example knowledge portal, from gathering document information, to indexing and
categorization, and run-time generation of Web pages
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from prototype functions to availability in a sup-
ported K Portal application can be quite lengthy, in
part as a result of these considerations.

Figure 9 (upper left quadrant) also alludes to a
Knowledge Map editor (K-Map) tool used to create
specifications that control crawling and categoriza-
tion. Note that the use of the term K-Maps is rap-
idly becoming a generic term with slightly different
meanings in different contexts, e.g., in the IBM Global
Services K Portal and the Lotus Knowledge Discov-
ery System** (see Davenport and Prusak2 for still more
uses of the term “knowledge map”). However, most
uses refer to the capability of building and editing
taxonomies. From a knowledge administrator’s point
of view, K-Maps are intended to specify what repos-
itories to access for the portal and how to categorize
documents. K-Maps are implemented as XML de-
scriptions that can be interpreted by the K Portal
indexing, analysis, and categorization programs in
order to control their behavior. K-Maps are high-
level tools used to create taxonomies. They have the
look and feel of a directory navigator (e.g., Microsoft
Windows Explorer**), and allow users to drag and
drop training documents into subcategories. Other
capabilities under development include forms for
capturing rules that specify what repositories to
crawl, or alternative rule-based methods for catego-
rizing documents.

From a programming viewpoint, K-Maps are in-
tended to facilitate the maintenance of K Portal ad-
ministration programs with declarative specifications
for how to organize information and manage the in-
teroperability of software components. For exam-
ple, in the IBM K Portal context, K-Maps might be
used to control the crawling process (specifying
sources and crawling parameters), to control how
crawler output is to be used in text indexing and cat-
egorization processes, and to specify how users view
and navigate taxonomies in the K Portal Web client
user interface. K-Maps are a major step toward a
new information and software architecture where
software components are services that interact in a
standard XML protocol, and where a declarative set
of attributes represents implied rules for the oper-
ation of each service, its required input, and the re-
sults it produces. The use of XML is also changing
the nature of the analysis processes—text analysis
and information extraction are now XML enabled.
New search engines are being developed to allow
searches on XML structures that represent both tex-
tual features and meta-data.58 As a consequence,
component applications do not need to be compiled

together, but can interact in simple, standard ways,
based on simple Web-based client-server protocols.59

Portal management. Ideally, the technology compo-
nents described in Figure 9 will run virtually auto-
matically, minimizing the role of human manage-
ment. Although this situation is increasingly the case
for many K Portal tasks, there are still aspects of por-
tal operation that require human involvement and
oversight. These aspects include managing the pro-
cess of crawling, indexing, and running categorizers.
Other tasks involving content management will likely
never be automated. These tasks include, for exam-
ple, developing and maintaining taxonomies, assess-
ing the quality of search and categorization, and
maintaining news channels and highly dynamic
sources of information.

Gathering and extracting information requires iden-
tifying relevant repositories and specifying crawling
rules to gather relevant information and ignore ir-
relevant information. Web sites and repositories such
as Lotus Notes can pose various difficulties to crawl-
ing and data extraction. Access rights may have to
be negotiated with owners. Dictionaries may need
to be defined to map differences in meta-data ter-
minology from one repository to another. Docu-
ments may be corrupt, and Web sites may have id-
iosyncrasies. These problems diminish over time but
can be challenging early in deploying portal infra-
structures, requiring system administration expertise.

Building or installing a K Portal infrastructure typ-
ically requires a range of software engineering skills,
such as database and system administration skills and
some level of programming where Web clients need
to be customized. These administration tasks should
be supported by high-level tools. State-of-the-art
Web generation software, such as JavaServer Pag-
es**, is also critical to rapid customization and it-
eration on client user interfaces. Once the K Portal
is running, the skills needed are more in line with
KW goals and expectations and are less system-re-
lated. Domain experts need to develop taxonomies,
identify new sources valuable to the community,
manage certification, and possibly classify new in-
tellectual capital.

How much quality control should be exercised in ac-
cepting assets into the portal repositories is an open
question. Better quality requires great effort on the
part of a few authors and editors but minimizes the
frustration of many end users and maximizes their
efficiency. An approach to the issue of varying qual-

MACK, RAVIN, AND BYRD IBM SYSTEMS JOURNAL, VOL 40, NO 4, 2001946



ity is to create a process for submitting and quali-
fying documents. This role can be assumed by spe-
cialists who are domain experts (the “core teams”
mentioned earlier). Although it increases the value
of portal assets, quality control can have disadvan-
tages. It can lead to bottlenecks in getting informa-
tion into the portal repository in a timely manner,
which may discourage KWs from both submitting in-
formation and using the portal for business-critical
decisions. A consequence we have observed is that,
in some communities, informal portals, that are ex-
empt from the formal quality control requirements,
proliferate. This occurs when portals are built and
supported in partisan ways by small organizations.

There is an inherent tension between trying to cap-
ture information as quickly and broadly as possible
while ensuring its quality. Organizations grapple with
this issue when they establish policies for managing
quality. We have seen stipulated regulations requir-
ing a practitioner to verify that all the intellectual
assets associated with an engagement have been sub-
mitted to the portal before the engagement can be
closed. Organizational incentives also play a role. Au-
thors may be acknowledged or compensated if their
documents are valued by others. (An excellent dis-
cussion of these issues can be found in books by Dav-
enport and Prusak2 and Stewart.60) Automation can
play some role here. For example, click logs can de-
termine how many times a document is accessed.
Documents with links can be analyzed for their con-
nections to and from other documents (as we dis-
cussed in an earlier section; see also Chakrabarti et
al.26). Another promising approach involves algo-
rithms for detecting “useless” documents that do not
have much content or value.61 To identify such doc-
uments, we have asked users to skim documents and
judge them useful, somewhat useful, or useless. We
then used machine learning techniques to train on
these documents in order to recognize similar doc-
uments, presumed useless, and eliminate them from
the repository. This technique works well for very
obvious cases, such as documents that contain mostly
standard template verbiage with little additional con-
tent. Still, it leaves open the issue of subtle quality
problems, such as poor style or inaccurate informa-
tion, as well as the problem of improving and cor-
recting these documents.

In our experience, developing taxonomies and en-
suring the accuracy of categorizing documents is a
difficult task. We discussed technology for cluster-
ing and categorizing documents and the skills needed
for this task in an earlier section. Building taxono-

mies requires a domain expert who understands how
users would like the collections organized and what
terminology will be intuitive for naming categories.
In our experience, domain experts need to under-
stand the users who make up the community (nov-
ices and experts alike) and be able to produce a co-
herent organization of the domain that will be
suitable for them. In the IBM Global Services expe-
rience, developing taxonomies has turned into a
methodology that has become an integral part of in-
ternal K Portal deployments. The expert should also
know how to use tools, such as K-Maps referred to
earlier, which allow easy creation and editing of tax-
onomies, finding of training documents, and assign-
ment of documents to categories by dragging and
dropping. Search tools can help identify training doc-
uments, allowing users to search for documents that
contain terminology relevant to the taxonomy name
or description. These tools assist in the building of
the taxonomy but still leave the burden of evaluat-
ing its quality to the human.

Tools have been developed to calculate metrics that
can help in this evaluation. The e-Classifier tool de-
veloped at the IBM Almaden Research Center is a
taxonomy-editing application that produces quan-
titative measures to characterize a categorization
scheme. It comes with visualization tools for analyz-
ing the distribution of documents in categories. The
user can see, for example, how big each category is,
how similar its member documents are to one an-
other, and how well differentiated one category is
from another. If a category is too big, or not coher-
ent enough (documents in a category are not sim-
ilar enough in some sense), the category can be bro-
ken into smaller categories, and documents can be
distributed appropriately (see References 16, 19, and
20 for an overview of publications on text analysis
including categorization and clustering; see also dis-
cussion of aspects of this technology in the Lotus
Knowledge Discovery System).

A final requirement for portal development is cus-
tomization and personalization. In addition to the
fundamentals of text search and category navigation,
portals provide information targeted at a specific
user community. For example, bulletin board items
(shown in Figure 2) and news items (not shown) can
be customized and maintained by staff in a support
organization. Some of the customization burden can
be alleviated by allowing individuals to personalize
their own portal. My Yahoo!, for example, allows
users to create their own portal around a core set
of Yahoo! functions, with other information and ser-
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vices of interest specified. Beyond news channels, a
trend in K Portals is to enable applications to ap-
pear in windows within the portal context. Plumtree
Software calls these windows gadgets. The Lotus K-
station** portal application calls these windows port-
lets. An example is a business graphic tool that pops
up in the context of a spreadsheet to display numer-
ical data. These miniapplications have great poten-
tial in our view for transforming K Portals into more
broad-based KM workplaces. The key issue is how
well these miniapplications actually integrate with
one another in task-relevant ways.

Portal in a box? The administrative and support re-
sponsibilities discussed here question the feasibility
of a portal “right out of the box,” as advertised by
some vendors. This ideal is certainly plausible and
one that motivates the development of tools such as
the K-Map discussed earlier. We should differen-
tiate between easy deployment of the technology and
the effort required for integrating it into a hetero-
geneous software environment and operating it day
to day. Even for deployment, the ease of installa-
tion should be assessed against the size of the com-
munities, the scope, diversity, and quality of infor-
mation resources to gather and index, and the skills
available for the roles and responsibilities outlined
above (e.g., taxonomy development). There is room
for more systematic competitive evaluation practices
to assess these trade-offs. Proprietary evaluations are
often undertaken, but the results are rarely available
in the public domain.

Knowledge portals in an expanding
knowledge workplace

Knowledge portals represent a combination of tech-
nologies and practices that serve key knowledge work
tasks. As we noted, however valuable portals are, they
nonetheless represent only a portion of the support
KWs need to be effective. Other tasks are not yet well
integrated in the broader knowledge workplace. Fig-
ure 10 suggests the dimensions of this larger elec-
tronic knowledge work context and how K Portals
need to evolve. We depict in schematic form the va-
riety of tools and collaboration contexts in which KWs
operate (right side of Figure 10). These stand in con-
trast to the tasks, artifacts, and information needs
KWs have as they carry out project tasks (left side of
the figure). In our view, the digital knowledge work-
place of the future will be driven by a more intel-
ligent and task-oriented infrastructure than the one
enabled by current KM technology. This emerging
knowledge workplace will support targeted knowl-

edge work tasks more directly and integrally, with
reference to specific project roles and responsibil-
ities in a collaborative work environment. This work-
place will emerge even as the KW’s software environ-
ment expands and becomes more distributed and
varied.

The expanding knowledge workplace. Knowledge
work is increasingly carried on in mobile and per-
vasive computing environments, in the field or on
the road, outside of offices, where KWs must use note-
book computers or even handheld devices, and with-
out access to high-bandwidth network connections.
These constraints influenced design decisions for the
IBM Global Services K Portal. For example, the por-
tal needed to be a lightweight Web application, with
no Java servlets, thus limiting the interactive sophis-
tication of applications. To accommodate traveling
users with a low-bandwidth connection, we display
meta-data indicating document size in bytes and at-
tachments. Techniques such as summarization and
question answering will also play an important role
in adapting search results for display on small de-
vices. But mobility requirements run much deeper
than this, of course. For example, information cre-
ated or available in one application context (e.g., e-
mail) needs to be available in other application con-
texts (e.g., phone mail or a handheld device). The
input and output modalities and properties of these
different devices vary widely in physical and human-
computer interaction terms. The challenge is to map
inputs and outputs appropriately from one device
to another, where in some cases, the mapping may
entail a deep restructuring of information.62,63

Most of the knowledge we have been discussing in
this paper is expressed in formal electronic docu-
ments that take considerable effort to produce. How-
ever, KWs express their expertise in other situations
as well, such as in meetings or phone conversations,
and these situations provide potential new sources
of knowledge and expertise. The effort of producing
formal documents often inhibits their creation, since
the focus of practitioners’ work is on customers, not
debriefing. However, if KWs do not always have the
time or incentive to compose formal documents, they
may be willing to dictate reports using speech cap-
ture, or allow conversations on the phone or in meet-
ings to be captured and analyzed using speech rec-
ognition. Work done in the IBM T. J. Watson and
Almaden Research Centers suggests that speech cap-
ture from audio or video recording and text analysis
of recognized speech text may provide rich new
sources of potential knowledge.64 Analyzing other
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sources, such as discussion groups, e-mail commu-
nications, project artifacts stored in project work-
places, and Web usage, can also provide informa-
tion that can be used to find expertise, identify
communities of interest, and find new relevant in-
formation.30,43

Deep task support: Information architecture and in-
telligent software infrastructure. KWs who use the
portal technologies described earlier find them use-
ful for discovering information relevant to projects,
but they also express the need for better integration
of these technologies with the other tools that they
use in projects. This applies to all the KM-related
tools we have been discussing, including project man-

agement, collaboration support, information anal-
ysis, document generation, and data management.
The information they produce needs to be readily
usable by other databases or tools. If the motivation
for K Portals is unification and integration, it is rea-
sonable to pursue these goals across the full spec-
trum of KM tools. In this subsection, we sketch the
broad outlines of the knowledge workplace we see
emerging with such integration.

If we elaborated on the “day-in-the-life” scenario in
Table 1 to describe in more depth the pragmatic and
temporal structure of project tasks, the roles and re-
sponsibilities implied by them, information flow, and
dependencies, we would note the big gaps in the elec-

Figure 10 Expanding the knowledge workplace
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tronic workflow that supports them. These gaps are
too often “left to the user to integrate,”65 that is, filled
by more or less ad hoc practices, workarounds, and,
in our opinion, nonoptimal, nonelectronic, integra-
tion activities developed by KWs. Although current
project management tools help KWs represent proj-
ect execution, the resulting representation is not it-
self an active driver of application information flow
or task execution. Providing deeper, more integrated
support for KW projects will require technical inno-
vation in information architecture, that is, in the rep-
resentation of the structure, and attributes and roles
of information associated with tasks. Exploiting a
richer, broader information architecture also implies
intelligent software infrastructure: software pro-
cesses and tools that can act on the representation
of task information and processes and support and
even automate aspects of task execution for KWs.

Currently, information architecture of tasks is im-
plied in the activities and expertise of KWs but not
tightly coupled to software architecture. For exam-
ple, the information architecture we developed in
an early prototype of the portal described in Figures
1 and 2 was intended to categorize documents in
terms of the processes and subtasks involved in “en-
gaging customers.” However, this relates only indi-
rectly to the temporal and pragmatic steps of engag-
ing with customers, and it is dependent on the skill
of KWs to understand and exploit. There is no au-
tomated workflow implied in this category represen-
tation, no constraints or structure to guide KWs in
project fulfillment, no explicit representation of mile-
stones or ordering of subtasks, and little relation to
the tools and applications used to fulfill elements of
the project over time. What is missing is active proj-
ect support: This means automatic or semiautomatic
accessing, organizing, and presentation of project
information within the temporal context of day-to-
day project management. For example, it would be
useful to show a KW who is responsible for summa-
rizing a customer visit, similar reports written by oth-
ers for customers with similar size, industry, and de-
liverables. In addition, it would be useful to access
and present these similar reports automatically,
based on an understanding of the KW project role,
and where he or she is in a temporal sequence of
project tasks.

The information architecture necessary (but not suf-
ficient) for enabling active task support is a richer
representation of task structure, represented, for ex-
ample, in terms of scripts or schemata.66–68 These
structures are intended to represent structural ele-

ments of tasks organized in time, including project
roles and responsibilities, information dependencies
and flow, and conventions for handling human in-
teractions, including exceptions and breakdowns in
communication (e.g., see Flores et al.69 and Medina-
Mora et al.70). We envision a new form of K-Maps
to represent not only content-based taxonomies, but
richer, task-based workflow. End users would expe-
rience the value of this architecture because it would
enable them to operate in more task-oriented terms,
using active project templates.

The smart documents project mentioned earlier pro-
vides an example. Currently, IBM Global Services KWs
work on documents called statements of work (SOW)
in the isolated context of a word processor, search-
ing for relevant planning information in a separate
portal context, and then using some manual effort
to extract relevant information and incorporate it
into the SOW. In contrast, a smart document would
enable KWs to initiate a context-sensitive search from
within segments of the SOW, returning similar seg-
ments from other SOWs, based on the attributes of
the SOW segment. Carrying this notion further, we
can envision other smart project management tools
that embody the engagement life cycle in an active
way. For example, a new project might start as a time-
line view (as in TeamSpace43 or based on an en-
hanced project management tool), with links from
the timeline to appropriate templates for the doc-
uments and analyses that need to be created at each
point in the life cycle. Agents would analyze, infer,
and gather information that is contextually relevant
for each subtask of a project. An approximation of
this process is suggested by automated, profile-based
search and integration techniques for creating per-
sonalized news71 or topic-related reports.72 Auto-
matic search and information integration could ful-
fill the promise of the visualization tools discussed
earlier. It would entail more effectively channeling
information into visual representations, expanding
the kinds of structures and relations that can be cap-
tured and expressed, and expanding the kind of im-
plications that can be made. Collaboration support
could be enhanced by this infrastructure as well.
Meeting mining projects at the IBM Watson and Al-
maden Research Centers64 are exploring how to re-
trieve information dynamically during meetings by
using search agents that listen to discussions as they
occur. Active Calendar, a project at the IBM Alma-
den Research Center, is exploring an intelligent
method for correlating information in calendars, pro-
files, and e-mail so that implications related to time
management can be drawn for KWs. For example, a
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KW who schedules a business trip to San Francisco
may be notified of local events of personal or bus-
iness interest occurring during the visit period.73

These scenarios exploit a simple but well-known cog-
nitive psychological principle, namely, that it is eas-
ier to recognize and select information than it is to
recall and generate it. 74 (This is why, for example,
menu-based user interfaces are more likely to be us-
able than command-based interfaces.) KWs would re-
use and manipulate relevant information, adding
only what is uniquely required for the specific task
at hand. Portal-like functions of search and analysis
would be distributed and interwoven throughout
electronic workflows and within artifacts and in-
volved in the context of creation and editing.

The automation or semiautomation of these tasks
is often based on intelligent agents, which are pro-
grams that run autonomously in some electronic
environment (such as the Internet), monitor events,
respond to them, and carry out actions, based on
rules defined over representations of some task do-
main.75 Intelligent agents also raise the question of
the general role of artificial intelligence (AI) in re-
placing or augmenting human intelligence in knowl-
edge work. The role of AI is a complicated story, with
successes in specialized domains where expertise can
be expressed in rules, e.g., medical diagnosis or min-
eral prospecting. Examples of promising research on
intelligent support of cooperative work76–78 suggest
potentially broader KM roles for AI technology. How-
ever, in our opinion, AI has not yet provided a re-
liable, broad-based foundation for intelligent infor-
mation or software architectures in the domain of
KM technology (see Davenport and Prusak2 and
Smith and Farquar79 for more discussion).

Methods of knowledge capture will have to evolve
as well as richer representational schemes for de-
scribing tasks in rules and schemata and for captur-
ing the flexibility characteristic of human problem-
solving and planning. Structure and constraints in
task objects and processes need to be balanced
against flexibility and open-endedness required for
creative organization of new tasks and information
objects. In the real world, tasks do not always un-
fold in a linear sequence. Task flows must allow for
activities to proceed in parallel, reflecting activities
by multiple participants, and they should also allow
for unanticipated difficulties. Although temporal or-
dering and ordering by information dependency are
important, contingencies are needed to reflect break-
downs and repairs in executing goals and subgoals.

The knowledge workplace might best be viewed as
an active project management tool enhanced with
routing, task lists, approval management, and flex-
ible access control to allow participation by people
with different roles, including project members, as
well as customers and partners.

Broad-based KM product platforms, such as the Lo-
tus Discovery Server and content-management com-
ponents of the IBM WebSphere Portal Server, are
beginning to provide middleware and application de-
velopment tools that can be used to build workflow
processes moving in these directions. However, in
our view, more innovation is needed to develop an
information architecture and intelligent infrastruc-
ture as we have defined them. The capabilities of ex-
isting portal and KM tools and applications need to
be organized in a more fine-grained and modular
Web services-oriented architecture,5,59 transforming
monolithic applications into systems of lighter-weight
Web-based components, organized around elec-
tronic workflows, and interoperating via lightweight
information exchange protocols. In this context, por-
tal functions likewise become distributed compo-
nents of a larger and more task-oriented electronic
workplace.

Ensuring quality and effectiveness of
knowledge portals

In various parts of this paper, we have appealed to
anecdotal evidence for various claims about the use-
fulness of KM technologies. The fundamental mo-
tivation for KM technologies such as knowledge por-
tals is to make KWs more productive. How can we
find hard evidence for claims about utility and us-
ability? We have also suggested that understanding
knowledge work will be the driver of more intelli-
gent software infrastructures. Can we discover how
KWs use KM technology so that we can capture it in
models and rules?

Human-centered evaluation and analysis practices
are as important to developing and innovating KM
technology as are the hard disciplines of computer
science and software engineering. Professional re-
search and applied disciplines in usability engineer-
ing, human factors, and human-computer interac-
tion draw on cognitive and behavioral sciences,
including anthropology, to provide behavioral meth-
ods for analyzing knowledge work, identifying re-
quirements, evaluating system use, and analyzing
feedback to guide design. Examples of organizations
that do this work are the ACM (Association for Com-
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puting Machinery) Special Interest Groups, includ-
ing SIGCHI for computer-human interaction, SIGIR
for information retrieval and text analysis, SIGGROUP
for computer-supported collaborative work, or group-
ware, and SIGKDD for data mining and KM-related
research. User-centered design methodologies can
be found in Helander80 and in the contextual design
methodology of Beyer and Holtzblatt.81 Case stud-
ies can be found in KM-related areas such as collab-
oration.82,83

A research agenda

The emerging knowledge workplace as we have de-
scribed it will be driven by a co-evolution of three
research initiatives: an evolving understanding of
how KWs accomplish tasks, technical innovation in
component technologies, and innovation in applica-
tion integration linking tasks and technology.

First, understanding KW tasks and needs means ap-
plying human-centered behavioral methods to dis-
cover and analyze knowledge work and to guide the
development of new technology with user require-
ments and user-centered design and evaluation
methods. Second, technological innovation at the
level of the text-based and search-based components
is required. The research challenges continue to be
improving how KWs find relevant information, assist-
ing them in seeing implications and connections of
seemingly unrelated facts, and helping them accom-
plish elements of project plans and artifacts. We have
suggested that a prerequisite for these innovations
is deeper understanding of the semantics of docu-
ment content and structure and of project task struc-
ture.

Finally, a better understanding of knowledge work
practices can also contribute to the third area we be-
lieve is essential for effective KM tools, which is how
the subsystems and components implied by innova-
tion can be integrated into a cohesive knowledge
workplace. The challenge is for all the tools to work
together smoothly and efficiently, with the ultimate
goal of making knowledge workers more effective
and productive.
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